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	  Zhang, S., Liu, C., & Haala, N. (2024). Guided by model quality: UAV path planning for complete and precise 3D reconstruction of complex buildings. International Journal of Applied Earth Observation and Geoinformation, 127, 103667. https://doi.org/10.1016/j.jag.2024.103667


	Zusammenfassung
	BibTeX


Zusammenfassung
Obtaining high-quality 3D models is essential for building information modelling and city management. Unmanned aerial vehicle (UAV) photogrammetry offers a cost-effective solution, but complex buildings with self-occlusion pose challenges to reconstruction quality. Conventional flight paths often result in incomplete and imprecise models. This study presents a novel multirotor UAV path planning method for achieving complete and precise 3D reconstruction of complex buildings. A coarse model is obtained from common flight paths as input, its quality factors including completeness and precision are considered. By detecting incomplete or occluded areas, additional viewpoints are strategically planned to enhance completeness while adhering to photogrammetric constraints. Furthermore, precision is improved by adding viewpoints based on error ellipsoids of target points. Real-world experiments demonstrate that the proposed method increases incomplete area coverage by up to 21% and enables centimetre-level accuracy reconstruction with reduced uncertainties. The method holds promise for georeferenced inspection and documentation of complex buildings.
BibTeX
@article{ZHANG2024103667,
  abstract = {Obtaining high-quality 3D models is essential for building information modelling and city management. Unmanned aerial vehicle (UAV) photogrammetry offers a cost-effective solution, but complex buildings with self-occlusion pose challenges to reconstruction quality. Conventional flight paths often result in incomplete and imprecise models. This study presents a novel multirotor UAV path planning method for achieving complete and precise 3D reconstruction of complex buildings. A coarse model is obtained from common flight paths as input, its quality factors including completeness and precision are considered. By detecting incomplete or occluded areas, additional viewpoints are strategically planned to enhance completeness while adhering to photogrammetric constraints. Furthermore, precision is improved by adding viewpoints based on error ellipsoids of target points. Real-world experiments demonstrate that the proposed method increases incomplete area coverage by up to 21% and enables centimetre-level accuracy reconstruction with reduced uncertainties. The method holds promise for georeferenced inspection and documentation of complex buildings.},
  author = {Zhang, Shuhang and Liu, Chun and Haala, Norbert},
  doi = {https://doi.org/10.1016/j.jag.2024.103667},
  issn = {1569-8432},
  journal = {International Journal of Applied Earth Observation and Geoinformation},
  pages = 103667,
  title = {Guided by model quality: UAV path planning for complete and precise 3D reconstruction of complex buildings},
  url = {https://www.sciencedirect.com/science/article/pii/S1569843224000219},
  volume = 127,
  year = 2024
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	  Zhang, W., Sun, T., Wang, S., Cheng, Q., & Haala, N. (2024). HI-SLAM: Monocular Real-Time Dense Mapping With Hybrid Implicit Fields. IEEE Robotics and Automation Letters, 9(2), Article 2. https://doi.org/10.1109/LRA.2023.3347131


	Zusammenfassung
	BibTeX


Zusammenfassung
In this letter, we present a neural field-based real-time monocular mapping framework for accurate and dense Simultaneous Localization and Mapping (SLAM). Recent neural mapping frameworks show promising results, but rely on RGB-D or pose inputs, or cannot run in real-time. To address these limitations, our approach integrates dense-SLAM with neural implicit fields. Specifically, our dense SLAM approach runs parallel tracking and global optimization, while a neural field-based map is constructed incrementally based on the latest SLAM estimates. For the efficient construction of neural fields, we employ multi-resolution grid encoding and signed distance function (SDF) representation. This allows us to keep the map always up-to-date and adapt instantly to global updates via loop closing. For global consistency, we propose an efficient $Sim(3)$-based pose graph bundle adjustment (PGBA) approach to run online loop closing and mitigate the pose and scale drift. To enhance depth accuracy further, we incorporate learned monocular depth priors. We propose a novel joint depth and scale adjustment (JDSA) module to solve the scale ambiguity inherent in depth priors. Extensive evaluations across synthetic and real-world datasets validate that our approach outperforms existing methods in accuracy and map completeness while preserving real-time performance.
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@article{10374214,
  abstract = {In this letter, we present a neural field-based real-time monocular mapping framework for accurate and dense Simultaneous Localization and Mapping (SLAM). Recent neural mapping frameworks show promising results, but rely on RGB-D or pose inputs, or cannot run in real-time. To address these limitations, our approach integrates dense-SLAM with neural implicit fields. Specifically, our dense SLAM approach runs parallel tracking and global optimization, while a neural field-based map is constructed incrementally based on the latest SLAM estimates. For the efficient construction of neural fields, we employ multi-resolution grid encoding and signed distance function (SDF) representation. This allows us to keep the map always up-to-date and adapt instantly to global updates via loop closing. For global consistency, we propose an efficient $Sim(3)$-based pose graph bundle adjustment (PGBA) approach to run online loop closing and mitigate the pose and scale drift. To enhance depth accuracy further, we incorporate learned monocular depth priors. We propose a novel joint depth and scale adjustment (JDSA) module to solve the scale ambiguity inherent in depth priors. Extensive evaluations across synthetic and real-world datasets validate that our approach outperforms existing methods in accuracy and map completeness while preserving real-time performance.},
  author = {Zhang, Wei and Sun, Tiecheng and Wang, Sen and Cheng, Qing and Haala, Norbert},
  doi = {10.1109/LRA.2023.3347131},
  issn = {2377-3766},
  journal = {IEEE Robotics and Automation Letters},
  month = {02},
  number = 2,
  pages = {1548-1555},
  title = {HI-SLAM: Monocular Real-Time Dense Mapping With Hybrid Implicit Fields},
  volume = 9,
  year = 2024
}



	2023
	  Burkhardt, M., Gienger, A., Joachim, L., Haala, N., Sörgel, U., & Sawodny, O. (2023). Data-based error compensation for georeferenced payload path tracking of automated tower cranes. Mechatronics, 94, 103028--. https://doi.org/10.1016/j.mechatronics.2023.103028


	Zusammenfassung
	BibTeX


Zusammenfassung
In order to increase the productivity on construction sites, a current topic of research is the automation of the payload transport by tower cranes. Thereby, a key requirement is to ensure that the tower crane precisely tracks the planned paths and positions the payload at the specified target location. Most of the state-of-the-art tower crane controllers damp load sway while moving each driving system to its desired position. However, the path error also consists of bending displacements of the tower crane’s mechanical structure, observer errors, or sensor offsets once the crane hook position is considered in a fixed georeferenced construction site system. These errors have not been addressed in literature on tower cranes so far. This paper introduces an approach to reduce the path error of automated tower cranes without permanently integrating additional sensors. A regression model is derived for predicting the path error and a least absolute shrinkage and selection operator (LASSO) is used to select the most important features. The predicted error is then used to compute a compensating hook path such that the measured hook path matches the desired hook path. The effectiveness of the approach is experimentally validated utilizing a real large-scale tower crane showing a reduction of the path error of more than 50% and a position accuracy of less than 16 cm.
BibTeX
@article{burkhardt2023databased,
  abstract = {In order to increase the productivity on construction sites, a current topic of research is the automation of the payload transport by tower cranes. Thereby, a key requirement is to ensure that the tower crane precisely tracks the planned paths and positions the payload at the specified target location. Most of the state-of-the-art tower crane controllers damp load sway while moving each driving system to its desired position. However, the path error also consists of bending displacements of the tower crane’s mechanical structure, observer errors, or sensor offsets once the crane hook position is considered in a fixed georeferenced construction site system. These errors have not been addressed in literature on tower cranes so far. This paper introduces an approach to reduce the path error of automated tower cranes without permanently integrating additional sensors. A regression model is derived for predicting the path error and a least absolute shrinkage and selection operator (LASSO) is used to select the most important features. The predicted error is then used to compute a compensating hook path such that the measured hook path matches the desired hook path. The effectiveness of the approach is experimentally validated utilizing a real large-scale tower crane showing a reduction of the path error of more than 50% and a position accuracy of less than 16 cm.},
  author = {Burkhardt, Mark and Gienger, Andreas and Joachim, Lena and Haala, Norbert and Sörgel, Uwe and Sawodny, Oliver},
  doi = {https://doi.org/10.1016/j.mechatronics.2023.103028},
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  title = {Data-based error compensation for georeferenced payload path tracking of automated tower cranes},
  url = {https://www.sciencedirect.com/science/article/pii/S0957415823000843},
  volume = 94,
  year = 2023
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  journal = {ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
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  author = {Haala, N. and Zhang, W. and Joachim, L. and Skuddis, D.},
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	  Haala, N., Zhang, W., Joachim, L., Skuddis, D., Abolhasani, S., Schwieger, V., & Soergel, U. (2023). Zum Potenzial von SLAM-Verfahren für geodätische Echtzeit-Messaufgaben. Allgemeine Vermessungsnachrichten (avn), 163–172. https://gispoint.de/artikelarchiv/avn/2023/avn-ausgabe-052023/7879-zum-potenzial-von-slam-verfahren-fuer-geodaetische-echtzeit-messaufgaben.html


	Zusammenfassung
	BibTeX


Zusammenfassung
Simultaneous Localization and Mapping (SLAM) zielt auf die Echtzeiterfassung einer Umgebungskarte mittels einer mobilen Roboterplattform, wobei gleichzeitig die Lokalisierung des Roboters bezüglich seiner Umgebung erfolgt. Zu diesem Zweck kombiniert der Roboter Navigationssensoren, wie IMU oder Odometer, mit Sensoren, wie Laserscanner und/oder monokulare, Stereo- oder RGB-D-Kameras, zur Erfassung
der Umgebung. Analog zum bekannten Structure-from-Motion-Verfahren basiert die simultane Bestimmung der Aufnahmepose und der 3D-Karte der Umgebung auf einer photogrammetrischen Bündelblockausgleichung.
Hierzu werden zugeordnete Bildpunkte und/oder Laserscans zwischen den jeweiligen Aufnahmen genutzt. SLAM-Verfahren haben mittlerweile einen beachtlichen Entwicklungsstand erreicht. Sie kommen in immer mehr praktischen Anwendungen zum Einsatz und können zunehmend auch für ingenieurgeodätische Messaufgaben genutzt werden. Von besonderem Interesse sind dabei Echtzeitanwendungen.
In diesem Beitrag wird das Potenzial existierender SLAM-Verfahren für geodätische
Aufgaben am Beispiel aktueller Projekte, wie der Erfassung von Baustellen mittels auf einem Kran montierten Kameras und der mobilen 3D-Kartierung von Innenräumen, demonstriert und diskutiert.
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@article{haala2023potenzial,
  abstract = {Simultaneous Localization and Mapping (SLAM) zielt auf die Echtzeiterfassung einer Umgebungskarte mittels einer mobilen Roboterplattform, wobei gleichzeitig die Lokalisierung des Roboters bezüglich seiner Umgebung erfolgt. Zu diesem Zweck kombiniert der Roboter Navigationssensoren, wie IMU oder Odometer, mit Sensoren, wie Laserscanner und/oder monokulare, Stereo- oder RGB-D-Kameras, zur Erfassung
der Umgebung. Analog zum bekannten Structure-from-Motion-Verfahren basiert die simultane Bestimmung der Aufnahmepose und der 3D-Karte der Umgebung auf einer photogrammetrischen Bündelblockausgleichung.
Hierzu werden zugeordnete Bildpunkte und/oder Laserscans zwischen den jeweiligen Aufnahmen genutzt. SLAM-Verfahren haben mittlerweile einen beachtlichen Entwicklungsstand erreicht. Sie kommen in immer mehr praktischen Anwendungen zum Einsatz und können zunehmend auch für ingenieurgeodätische Messaufgaben genutzt werden. Von besonderem Interesse sind dabei Echtzeitanwendungen.
In diesem Beitrag wird das Potenzial existierender SLAM-Verfahren für geodätische
Aufgaben am Beispiel aktueller Projekte, wie der Erfassung von Baustellen mittels auf einem Kran montierten Kameras und der mobilen 3D-Kartierung von Innenräumen, demonstriert und diskutiert.},
  author = {Haala, Norbert and Zhang, Wei and Joachim, Lena and Skuddis, David and Abolhasani, Sahar and Schwieger, Volker and Soergel, Uwe},
  journal = {Allgemeine Vermessungsnachrichten (avn)},
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  pages = {163-172},
  title = {Zum Potenzial von SLAM-Verfahren für geodätische Echtzeit-Messaufgaben},
  url = {https://gispoint.de/artikelarchiv/avn/2023/avn-ausgabe-052023/7879-zum-potenzial-von-slam-verfahren-fuer-geodaetische-echtzeit-messaufgaben.html},
  year = 2023
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	  Koelle, M., Walter, V., Schmohl, S., & Soergel, U. (2023). LEARNING ON THE EDGE: BENCHMARKING ACTIVE LEARNING FOR THE SEMANTIC SEGMENTATION OF ALS POINT CLOUDS. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, X-1/W1-2023, 945--952. https://doi.org/10.5194/isprs-annals-X-1-W1-2023-945-2023
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Zusammenfassung
In this paper, we present BAMF-SLAM, a novel multi-fisheye visual-inertial SLAM system that utilizes Bundle Adjustment (BA) and recurrent field transforms (RFT) to achieve accurate and robust state estimation in challenging scenarios. First, our system directly operates on raw fisheye images, enabling us to fully exploit the wide Field-of-View (FoV) of fisheye cameras. Second, to overcome the low-texture challenge, we explore the tightly-coupled integration of multi-camera inputs and complementary inertial measurements via a unified factor graph and jointly optimize the poses and dense depth maps. Third, for global consistency, the wide FoV of the fisheye camera allows the system to find more potential loop closures, and powered by the broad convergence basin of RFT, our system can perform very wide baseline loop closing with little overlap. Furthermore, we introduce a semi-pose-graph BA method to avoid the expensive full global BA. By combining relative pose factors with loop closure factors, the global states can be adjusted efficiently with modest memory footprint while maintaining high accuracy. Evaluations on TUM-VI, Hilti-Oxford and Newer College datasets show the superior performance of the proposed system over prior works. In the Hilti SLAM Challenge 2022, our VIO version achieves second place. In a subsequent submission, our complete system, including the global BA backend, outperforms the winning approach.
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Zusammenfassung
Geospatial information science (GI science) is concerned with the development and application of geodetic and information science methods for modeling, acquiring, sharing, managing, exploring, analyzing, synthesizing, visualizing, and evaluating data on spatio-temporal phenomena related to the Earth. As an interdisciplinary scientific discipline, it focuses on developing and adapting information technologies to understand processes on the Earth and human-place interactions, to detect and predict trends and patterns in the observed data, and to support decision making. The authors – members of DGK, the Geoinformatics division, as part of the Committee on Geodesy of the Bavarian Academy of Sciences and Humanities, representing geodetic research and university teaching in Germany – have prepared this paper as a means to point out future research questions and directions in geospatial information science. For the different facets of geospatial information science, the state of art is presented and underlined with mostly own case studies. The paper thus illustrates which contributions the German GI community makes and which research perspectives arise in geospatial information science. The paper further demonstrates that GI science, with its expertise in data acquisition and interpretation, information modeling and management, integration, decision support, visualization, and dissemination, can help solve many of the grand challenges facing society today and in the future.
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Zusammenfassung
During the last two decades, UAV emerged as standard platform for photogrammetric data collection. Main motivation in that early phase was the cost effective airborne image collection at areas of limited size. This was already feasible by rather simple payloads like an off-the-shelf, compact camera and a navigation-grade GNSS sensor. Meanwhile, dedicated sensor systems enable applications that have not been feasible in the past. One example is the airborne collection of dense 3D point clouds at millimetre accuracies, which will be discussed in our paper. For this purpose, we collect both LiDAR and image data from a joint UAV platform and apply a so-called hybrid georeferencing. This process integrates photogrammetric bundle block adjustment with direct georeferencing of LiDAR point clouds. By these means georeferencing accuracy is improved for the LiDAR point cloud by an order of magnitude. We demonstrate the feasibility of our approach in the context of a project, which aims on monitoring of subsidence of about 10 mm/year. The respective area of interest is defined by a ship lock and its vicinity of mixed use. In that area, multiple UAV flights were captured and evaluated for a period of three years. As our main contribution, we demonstrate that 3D point accuracies at sub-centimetre level can be achieved. This is realized by joint orientation of laser scans and images in a hybrid adjustment framework, which enables accuracies corresponding to the GSD of the captured imagery.
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  abstract = {During the last two decades, UAV emerged as standard platform for photogrammetric data collection. Main motivation in that early phase was the cost effective airborne image collection at areas of limited size. This was already feasible by rather simple payloads like an off-the-shelf, compact camera and a navigation-grade GNSS sensor. Meanwhile, dedicated sensor systems enable applications that have not been feasible in the past. One example is the airborne collection of dense 3D point clouds at millimetre accuracies, which will be discussed in our paper. For this purpose, we collect both LiDAR and image data from a joint UAV platform and apply a so-called hybrid georeferencing. This process integrates photogrammetric bundle block adjustment with direct georeferencing of LiDAR point clouds. By these means georeferencing accuracy is improved for the LiDAR point cloud by an order of magnitude. We demonstrate the feasibility of our approach in the context of a project, which aims on monitoring of subsidence of about 10 mm/year. The respective area of interest is defined by a ship lock and its vicinity of mixed use. In that area, multiple UAV flights were captured and evaluated for a period of three years. As our main contribution, we demonstrate that 3D point accuracies at sub-centimetre level can be achieved. This is realized by joint orientation of laser scans and images in a hybrid adjustment framework, which enables accuracies corresponding to the GSD of the captured imagery.},
  author = {Haala, Norbert and Kölle, Michael and Cramer, Michael and Laupheimer, Dominik and Zimmermann, Florian},
  doi = {https://doi.org/10.1016/j.ophoto.2022.100014},
  issn = {2667-3932},
  journal = {ISPRS Open Journal of Photogrammetry and Remote Sensing},
  pages = 100014,
  title = {Hybrid georeferencing of images and LiDAR data for UAV-based point cloud collection at millimetre accuracy},
  url = {https://www.sciencedirect.com/science/article/pii/S2667393222000035},
  year = 2022
}

	  Joachim, L., Zhang, W., Haala, N., & Soergel, U. (2022). Evaluation of the quality of real-time mapping with crane cameras and visual SLAM algorithms. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, XLIII-B2-2022, 545–552. https://doi.org/10.5194/isprs-archives-XLIII-B2-2022-545-2022


	BibTeX


BibTeX
@inproceedings{joachim2022evaluation,
  author = {Joachim, Lena and Zhang, Wei and Haala, Norbert and Soergel, Uwe},
  booktitle = {The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
  doi = {10.5194/isprs-archives-XLIII-B2-2022-545-2022},
  pages = {545–552},
  title = {Evaluation of the quality of real-time mapping with crane cameras and visual SLAM algorithms},
  volume = {XLIII-B2-2022},
  year = 2022
}

	  Kölle, M., Walter, V., & Soergel, U. (2022). LEARNING FROM THE PAST: CROWD-DRIVEN ACTIVE TRANSFER LEARNING FOR SEMANTIC SEGMENTATION OF MULTI-TEMPORAL 3D POINT CLOUDS. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, V-2–2022, 259--266. https://doi.org/10.5194/isprs-annals-V-2-2022-259-2022


	BibTeX


BibTeX
@article{isprs-annals-V-2-2022-259-2022,
  author = {K\"olle, M. and Walter, V. and Soergel, U.},
  doi = {10.5194/isprs-annals-V-2-2022-259-2022},
  journal = {ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
  pages = {259--266},
  title = {LEARNING FROM THE PAST: CROWD-DRIVEN ACTIVE TRANSFER LEARNING FOR SEMANTIC SEGMENTATION OF MULTI-TEMPORAL 3D POINT CLOUDS},
  url = {https://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/V-2-2022/259/2022/},
  volume = {V-2-2022},
  year = 2022
}

	  Laupheimer, D., & Haala, N. (2022). MULTI-MODAL SEMANTIC MESH SEGMENTATION IN URBAN SCENES. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, V-2–2022, 267--274. https://doi.org/10.5194/isprs-annals-V-2-2022-267-2022


	BibTeX


BibTeX
@article{isprs-annals-V-2-2022-267-2022,
  author = {Laupheimer, D. and Haala, N.},
  doi = {10.5194/isprs-annals-V-2-2022-267-2022},
  journal = {ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
  pages = {267--274},
  title = {MULTI-MODAL SEMANTIC MESH SEGMENTATION IN URBAN SCENES},
  url = {https://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/V-2-2022/267/2022/},
  volume = {V-2-2022},
  year = 2022
}

	  Laupheimer, D. (2022). On the information transfer between imagery, point clouds, and meshes for multi-modal semantics utilizing geospatial data [Dissertation, Universität Stuttgart]. https://doi.org/10.18419/opus-12668


	BibTeX


BibTeX
@phdthesis{laupheimer2022information,
  address = {Stuttgart},
  author = {Laupheimer, Dominik},
  doi = {10.18419/opus-12668},
  eventdate = {2022-09-09},
  language = {eng},
  school = {Universität Stuttgart},
  supervisor = {Haala, Norbert},
  supervisorgnd = {115318089},
  title = {On the information transfer between imagery, point clouds, and meshes for multi-modal semantics utilizing geospatial data},
  type = {Dissertation},
  year = 2022
}

	  Nekouei Shahraki, M. (2022). Design and development of a calibration solution feasible for series production of cameras for video-based driver-assistant systems [Dissertation, Universität Stuttgart]. http://dx.doi.org/10.18419/opus-12188


	BibTeX


BibTeX
@phdthesis{nekoueishahraki2022design,
  address = {Stuttgart},
  author = {Nekouei Shahraki, Mehrdad},
  doi = {http://dx.doi.org/10.18419/opus-12188},
  language = {eng},
  school = {Universität Stuttgart},
  title = {Design and development of a calibration solution feasible for series production of cameras for video-based driver-assistant systems},
  type = {Dissertation},
  year = 2022
}

	  Nex, F., Armenakis, C., Cramer, M., Cucci, D. A., Gerke, M., Honkavaara, E., Kukko, A., Persello, C., & Skaloud, J. (2022). UAV in the advent of the twenties: Where we stand and what is next. ISPRS Journal of Photogrammetry and Remote Sensing, 184, 215–242. https://doi.org/10.1016/j.isprsjprs.2021.12.006


	Zusammenfassung
	BibTeX


Zusammenfassung
The use of Unmanned Aerial Vehicles (UAVs) has surged in the last two decades, making them popular instruments for a wide range of applications, and leading to a remarkable number of scientific contributions in geoscience, remote sensing and engineering. However, the development of best practices for high quality of UAV mapping are often overlooked representing a drawback for their wider adoption. UAV solutions then require an inter-disciplinary research, integrating different expertise and combining several hardware and software components on the same platform. Despite the high number of peer-reviewed papers on UAVs, little attention has been given to the interaction between research topics from different domains (such as robotics and computer vision) that impact the use of UAV in remote sensing. The aim of this paper is to (i) review best practices for the use of UAVs for remote sensing and mapping applications and (ii) report on current trends - including adjacent domains - for UAV use and discuss their future impact in photogrammetry and remote sensing. Hardware developments, navigation and acquisition strategies, and emerging solutions for data processing in innovative applications are considered in this analysis. As the number and the heterogeneity of debated topics are large, the paper is organized according to very specific questions considered most relevant by the authors.
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Zusammenfassung
Since trees are a vital part of urban green infrastructure, automatic mapping of individual urban trees is becoming increasingly important for city management and planning. Although deep-learning-based object detection networks are the state-of-the-art in computer vision, their adaptation to individual tree detection in urban areas has scarcely been studied. Some existing works have employed 2D object detection networks for this purpose. However, these have used three-dimensional information only in the form of projected feature maps. In contrast, we exploited the full 3D potential of airborne laser scanning (ALS) point clouds by using a 3D neural network for individual tree detection. Specifically, a sparse convolutional network was used for 3D feature extraction, feeding both semantic segmentation and circular object detection outputs, which were combined for further increased accuracy. We demonstrate the capability of our approach on an urban topographic ALS point cloud with 10,864 hand-labeled ground truth trees. Our method achieved an average precision of 83% regarding the common 0.5 intersection over union criterion. 85% percent of the stems were found correctly with a precision of 88%, while tree area was covered by the individual tree detections with an F1 accuracy of 92%. Thereby, we outperformed traditional delineation baselines and recent detection networks.
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  abstract = {Since trees are a vital part of urban green infrastructure, automatic mapping of individual urban trees is becoming increasingly important for city management and planning. Although deep-learning-based object detection networks are the state-of-the-art in computer vision, their adaptation to individual tree detection in urban areas has scarcely been studied. Some existing works have employed 2D object detection networks for this purpose. However, these have used three-dimensional information only in the form of projected feature maps. In contrast, we exploited the full 3D potential of airborne laser scanning (ALS) point clouds by using a 3D neural network for individual tree detection. Specifically, a sparse convolutional network was used for 3D feature extraction, feeding both semantic segmentation and circular object detection outputs, which were combined for further increased accuracy. We demonstrate the capability of our approach on an urban topographic ALS point cloud with 10,864 hand-labeled ground truth trees. Our method achieved an average precision of 83% regarding the common 0.5 intersection over union criterion. 85% percent of the stems were found correctly with a precision of 88%, while tree area was covered by the individual tree detections with an F1 accuracy of 92%. Thereby, we outperformed traditional delineation baselines and recent detection networks.},
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Zusammenfassung
The idea of the wisdom of the crowd is that integrating multiple estimates of a group of individuals provides an outcome that is often better than most of the underlying estimates or even better than the best individual estimate. In this paper, we examine the wisdom of the crowd principle on the example of spatial data collection by paid crowdworkers. We developed a web-based user interface for the collection of vehicles from rasterized shadings derived from 3D point clouds and executed different data collection campaigns on the crowdsourcing marketplace microWorkers. Our main question is: how large must be the crowd in order that the quality of the outcome fulfils the quality requirements of a specific application? To answer this question, we computed precision, recall, F1 score, and geometric quality measures for different crowd sizes. We found that increasing the crowd size improves the quality of the outcome. This improvement is quite large at the beginning and gradually decreases with larger crowd sizes. These findings confirm the wisdom of the crowd principle and help to find an optimum number of the crowd size that is in the end a compromise between data quality, and cost and time required to perform the data collection.
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Zusammenfassung
Radargrammetry is a useful approach to generate Digital Surface Models (DSMs) and an alternative to InSAR techniques that are subject to temporal or atmospheric decorrelation. Stereo image matching in radargrammetry refers to the process of determining homologous points in two images. The performance of image matching influences the final quality of DSM used for spatial-temporal analysis of landscapes and terrain. In SAR image matching, local matching methods are commonly used but usually produce sparse and inaccurate homologous points adding ambiguity to final products; global or semi-global matching methods are seldom applied even though more accurate and dense homologous points can be yielded. To fill this gap, we propose a hierarchical semi-global matching (SGM) pipeline to reconstruct DSMs in forested and mountainous regions using stereo TerraSAR-X images. In addition, three penalty functions were implemented in the pipeline and evaluated for effectiveness. To make accuracy and efficiency comparisons between our SGM dense matching method and the local matching method, the normalized cross-correlation (NCC) local matching method was also applied to generate DSMs using the same test data. The accuracy of radargrammetric DSMs was validated against an airborne photogrammetric reference DSM and compared with the accuracy of NASA&rsquo;s 30 m SRTM DEM. The results show the SGM pipeline produces DSMs with height accuracy and computing efficiency that exceeds the SRTM DEM and NCC-derived DSMs. The penalty function adopting the Canny edge detector yields a higher vertical precision than the other two evaluated penalty functions. SGM is a powerful and efficient tool to produce high-quality DSMs using stereo Spaceborne SAR images.
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  abstract = {Radargrammetry is a useful approach to generate Digital Surface Models (DSMs) and an alternative to InSAR techniques that are subject to temporal or atmospheric decorrelation. Stereo image matching in radargrammetry refers to the process of determining homologous points in two images. The performance of image matching influences the final quality of DSM used for spatial-temporal analysis of landscapes and terrain. In SAR image matching, local matching methods are commonly used but usually produce sparse and inaccurate homologous points adding ambiguity to final products; global or semi-global matching methods are seldom applied even though more accurate and dense homologous points can be yielded. To fill this gap, we propose a hierarchical semi-global matching (SGM) pipeline to reconstruct DSMs in forested and mountainous regions using stereo TerraSAR-X images. In addition, three penalty functions were implemented in the pipeline and evaluated for effectiveness. To make accuracy and efficiency comparisons between our SGM dense matching method and the local matching method, the normalized cross-correlation (NCC) local matching method was also applied to generate DSMs using the same test data. The accuracy of radargrammetric DSMs was validated against an airborne photogrammetric reference DSM and compared with the accuracy of NASA&rsquo;s 30 m SRTM DEM. The results show the SGM pipeline produces DSMs with height accuracy and computing efficiency that exceeds the SRTM DEM and NCC-derived DSMs. The penalty function adopting the Canny edge detector yields a higher vertical precision than the other two evaluated penalty functions. SGM is a powerful and efficient tool to produce high-quality DSMs using stereo Spaceborne SAR images.},
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Zusammenfassung
Mobile robots are becoming a fairly important part of people’s lives. Whether they are service robots that assist people in daily life, such as robot vacuums or robots in industry. Simultaneous localization and mapping (SLAM) is one of the most fundamental capabilities to perceive the surroundings and keep track of the robot’s position while constructing a map incrementally. SLAM-based surveying equipment is also increasingly used for areas without GNSS availability e.g. mining or indoor cartography. For this purpose, there is a wide range of products from different manufacturers. In practice, depending on the application requirements, different sensors are deployed for this task. Furthermore, with the rapid development of this field in recent years, more new methods have emerged and pushed the boundaries of sensor performance. We noticed a lack of widespread discussion and consensus on which sensor or algorithm is more suitable for a low-cost indoor robotic platform. Therefore, this work aims to compare different low-cost environmental sensors and different advanced algorithms for each of the sensors with the ultimate goal of being able to help make decisions when it comes to choosing sensors and algorithms for a specific robot application. In order to achieve a fair comparison, third-party unbiased reference data is needed. For this purpose, we utilize a wide-angle camera mounted on the ceiling and ArUco marker to achieve a bird’s view tracking of the robot’s poses serving as reference data. We compare the results of different sensors and algorithms quantitatively against the reference trajectory. In addition to trajectory comparison, another product of the SLAM method is the constructed 2D and 3D maps, which are compared and analyzed qualitatively.
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  abstract = {Mobile robots are becoming a fairly important part of people’s lives. Whether they are service robots that assist people in daily life, such as robot vacuums or robots in industry. Simultaneous localization and mapping (SLAM) is one of the most fundamental capabilities to perceive the surroundings and keep track of the robot’s position while constructing a map incrementally. SLAM-based surveying equipment is also increasingly used for areas without GNSS availability e.g. mining or indoor cartography. For this purpose, there is a wide range of products from different manufacturers. In practice, depending on the application requirements, different sensors are deployed for this task. Furthermore, with the rapid development of this field in recent years, more new methods have emerged and pushed the boundaries of sensor performance. We noticed a lack of widespread discussion and consensus on which sensor or algorithm is more suitable for a low-cost indoor robotic platform. Therefore, this work aims to compare different low-cost environmental sensors and different advanced algorithms for each of the sensors with the ultimate goal of being able to help make decisions when it comes to choosing sensors and algorithms for a specific robot application. In order to achieve a fair comparison, third-party unbiased reference data is needed. For this purpose, we utilize a wide-angle camera mounted on the ceiling and ArUco marker to achieve a bird’s view tracking of the robot’s poses serving as reference data. We compare the results of different sensors and algorithms quantitatively against the reference trajectory. In addition to trajectory comparison, another product of the SLAM method is the constructed 2D and 3D maps, which are compared and analyzed qualitatively.},
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Zusammenfassung
Automated semantic segmentation and object detection are of great importance in geospatial data analysis. However, supervised machine learning systems such as convolutional neural networks require large corpora of annotated training data. Especially in the geospatial domain, such datasets are quite scarce. Within this paper, we aim to alleviate this issue by introducing a new annotated 3D dataset that is unique in three ways: i) The dataset consists of both an Unmanned Aerial Vehicle (UAV) laser scanning point cloud and a 3D textured mesh. ii) The point cloud features a mean point density of about 800 pts/m2 and the oblique imagery used for 3D mesh texturing realizes a ground sampling distance of about 2–3 cm. This enables the identification of fine-grained structures and represents the state of the art in UAV-based mapping. iii) Both data modalities will be published for a total of three epochs allowing applications such as change detection. The dataset depicts the village of Hessigheim (Germany), henceforth referred to as H3D - either represented as 3D point cloud H3D(PC) or 3D mesh H3D(Mesh). It is designed to promote research in the field of 3D data analysis on one hand and to evaluate and rank existing and emerging approaches for semantic segmentation of both data modalities on the other hand. Ultimately, we hope that H3D will become a widely used benchmark dataset in company with the well-established ISPRS Vaihingen 3D Semantic Labeling Challenge benchmark (V3D). The dataset can be downloaded from https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx.
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  abstract = {Automated semantic segmentation and object detection are of great importance in geospatial data analysis. However, supervised machine learning systems such as convolutional neural networks require large corpora of annotated training data. Especially in the geospatial domain, such datasets are quite scarce. Within this paper, we aim to alleviate this issue by introducing a new annotated 3D dataset that is unique in three ways: i) The dataset consists of both an Unmanned Aerial Vehicle (UAV) laser scanning point cloud and a 3D textured mesh. ii) The point cloud features a mean point density of about 800 pts/m2 and the oblique imagery used for 3D mesh texturing realizes a ground sampling distance of about 2–3 cm. This enables the identification of fine-grained structures and represents the state of the art in UAV-based mapping. iii) Both data modalities will be published for a total of three epochs allowing applications such as change detection. The dataset depicts the village of Hessigheim (Germany), henceforth referred to as H3D - either represented as 3D point cloud H3D(PC) or 3D mesh H3D(Mesh). It is designed to promote research in the field of 3D data analysis on one hand and to evaluate and rank existing and emerging approaches for semantic segmentation of both data modalities on the other hand. Ultimately, we hope that H3D will become a widely used benchmark dataset in company with the well-established ISPRS Vaihingen 3D Semantic Labeling Challenge benchmark (V3D). The dataset can be downloaded from https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx.},
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Zusammenfassung
Semantic interpretation of multi-modal datasets is of great importance in many domains of geospatial data analysis. However, when training models for automated semantic segmentation, labeled training data is required and in case of multi-modality for each representation form of the scene. To completely avoid the time-consuming and cost-intensive involvement of an expert in the annotation procedure, we propose an Active Learning (AL) pipeline where a Random Forest classifier selects a subset of points sufficient for training and where necessary labels are received from the crowd. In this AL loop, we aim on coupled semantic segmentation of an Airborne Laser Scanning (ALS) point cloud and the corresponding 3D textured mesh generated from LiDAR data and imagery in a hybrid manner. Within this work we pursue two main objectives: i) We evaluate the performance of the AL pipeline applied to an ultra-high resolution ALS point cloud and a derived textured mesh (both benchmark datasets are available at https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx). ii) We investigate the capabilities of the crowd regarding interpretation of 3D geodata and observed that the crowd performs about 3 percentage points better when labeling meshes compared to point clouds. We additionally demonstrate that labels received solely by the crowd can power a machine learning system only differing in Overall Accuracy by less than 2 percentage points for the point cloud and less than 3 percentage points for the mesh, compared to using the completely labeled training pool. For deriving this sparse training set, we ask the crowd to label 0.25 % of available training points, resulting in costs of 190 $.
BibTeX
@article{K_lle_2021,
  abstract = {Semantic interpretation of multi-modal datasets is of great importance in many domains of geospatial data analysis. However, when training models for automated semantic segmentation, labeled training data is required and in case of multi-modality for each representation form of the scene. To completely avoid the time-consuming and cost-intensive involvement of an expert in the annotation procedure, we propose an Active Learning (AL) pipeline where a Random Forest classifier selects a subset of points sufficient for training and where necessary labels are received from the crowd. In this AL loop, we aim on coupled semantic segmentation of an Airborne Laser Scanning (ALS) point cloud and the corresponding 3D textured mesh generated from LiDAR data and imagery in a hybrid manner. Within this work we pursue two main objectives: i) We evaluate the performance of the AL pipeline applied to an ultra-high resolution ALS point cloud and a derived textured mesh (both benchmark datasets are available at https://ifpwww.ifp.uni-stuttgart.de/benchmark/hessigheim/default.aspx). ii) We investigate the capabilities of the crowd regarding interpretation of 3D geodata and observed that the crowd performs about 3 percentage points better when labeling meshes compared to point clouds. We additionally demonstrate that labels received solely by the crowd can power a machine learning system only differing in Overall Accuracy by less than 2 percentage points for the point cloud and less than 3 percentage points for the mesh, compared to using the completely labeled training pool. For deriving this sparse training set, we ask the crowd to label 0.25 % of available training points, resulting in costs of 190 $.},
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Zusammenfassung
Supervised Machine Learning systems such as Convolutional Neural Networks (CNNs) are known for their great need for labeled data. However, in case of geospatial data and especially in terms of Airborne Laserscanning (ALS) point clouds, labeled data is rather scarce, hindering the application of such systems. Therefore, we rely on Active Learning (AL) for significantly reducing necessary labels and we aim at gaining a deeper understanding on its working principle for ALS point clouds. Since the key element of AL is sampling of most informative points, we compare different basic sampling strategies and try to further improve them for geospatial data. While AL reduces total labeling effort, the basic issue of experts doing this labor- and therefore cost-intensive task remains. Therefore, we propose to outsource data annotation to the crowd. However, when employing crowdworkers, labeling errors are inevitable. As a remedy, we aim on selecting points, which are easier for interpretation and evaluate the robustness of AL to labeling errors. Applying these strategies for different classifiers, we estimate realistic segmentation results from crowdsourced data solely, only differing in Overall Accuracy by about 3% points compared to results based on completely labeled dataset, which is demonstrated for two different scenes.
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  abstract = {Supervised Machine Learning systems such as Convolutional Neural Networks (CNNs) are known for their great need for labeled data. However, in case of geospatial data and especially in terms of Airborne Laserscanning (ALS) point clouds, labeled data is rather scarce, hindering the application of such systems. Therefore, we rely on Active Learning (AL) for significantly reducing necessary labels and we aim at gaining a deeper understanding on its working principle for ALS point clouds. Since the key element of AL is sampling of most informative points, we compare different basic sampling strategies and try to further improve them for geospatial data. While AL reduces total labeling effort, the basic issue of experts doing this labor- and therefore cost-intensive task remains. Therefore, we propose to outsource data annotation to the crowd. However, when employing crowdworkers, labeling errors are inevitable. As a remedy, we aim on selecting points, which are easier for interpretation and evaluate the robustness of AL to labeling errors. Applying these strategies for different classifiers, we estimate realistic segmentation results from crowdsourced data solely, only differing in Overall Accuracy by about 3% points compared to results based on completely labeled dataset, which is demonstrated for two different scenes.
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Zusammenfassung
This paper discusses the CATEGORISE framework meant for establishing a supervised machine learning model without i) the requirement of training labels generated by experts, but by the crowd instead and ii) the labor-intensive manual management of crowdsourcing campaigns. When crowdworking is involved, quality control of results is essential. This control is an additional overhead for an expert diminishing the attractiveness of crowdsourcing. Hence, the requirement for an automated pipeline is that both quality control of labels received and the overall employment process of the crowd can run without the involvement of an expert. To further reduce the number of necessary labels and by this human labor (of the crowd), we make use of Active Learning. This also minimizes time and costs for annotation. Our framework is applied for semantic segmentation of 3D point clouds. We firstly focus on possibilities to overcome the aforementioned challenges by testing different measures for quality control in context of real crowd campaigns and develop the CATEGORISE framework for full automation capabilities, which leverages the microWorkers platform. We apply our approach to two different data sets of different characteristics to prove the feasibility of our method both in terms of accuracy and automation. We show that such a process results in an accuracy comparable to that of Passive Learning. Instead of labeling or administrative responsibilities, the operator solely monitors the progress of the iteration, which runs and terminates (using a proper stopping criterion) in an automated manner.
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Zusammenfassung
The automatic semantic segmentation of the huge amount of acquired remote sensing data has become an important task in the last decade. Images and Point Clouds (PCs) are fundamental data representations, particularly in urban mapping applications. Textured 3D meshes integrate both data representations geometrically by wiring the PC and texturing the surface elements with available imagery. We present a mesh-centered holistic geometry-driven methodology that explicitly integrates entities of imagery, PC and mesh. Due to its integrative character, we choose the mesh as the core representation that also helps to solve the visibility problem for points in imagery. Utilizing the proposed multi-modal fusion as the backbone and considering the established entity relationships, we enable the sharing of information across the modalities imagery, PC and mesh in a twofold manner: (i) feature transfer and (ii) label transfer. By these means, we achieve to enrich feature vectors to multi-modal feature vectors for each representation. Concurrently, we achieve to label all representations consistently while reducing the manual label effort to a single representation. Consequently, we facilitate to train machine learning algorithms and to semantically segment any of these data representations – both in a multi-modal and single-modal sense. The paper presents the association mechanism and the subsequent information transfer, which we believe are cornerstones for multi-modal scene analysis. Furthermore, we discuss the preconditions and limitations of the presented approach in detail. We demonstrate the effectiveness of our methodology on the ISPRS 3D semantic labeling contest (Vaihingen 3D) and a proprietary data set (Hessigheim 3D).
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Zusammenfassung
Besides airborne laser bathymetry and multimedia photogrammetry, spectrally derived bathymetry provides a third optical method for deriving water depths. In this paper, we introduce BathyNet, an U-net like convolutional neural network, based on high-resolution, multispectral RGBC (red, green, blue, coastal blue) aerial images. The approach combines photogrammetric and radiometric methods: Preprocessing of the raw aerial images relies on strict ray tracing of the potentially oblique image rays, considering the intrinsic and extrinsic camera parameters. The actual depth estimation exploits the radiometric image content in a deep learning framework. 3D water surface and water bottom models derived from simultaneously captured laser bathymetry point clouds serve as reference and training data for both image preprocessing and actual depth estimation. As such, the approach highlights the benefits of jointly processing data from hybrid active and passive imaging sensors. The RGBC images and laser data of four groundwater supplied lakes around Augsburg, Germany, captured in April 2018 served as the basis for testing and validating the approach. With systematic depth biases less than 15 cm and a standard deviation of around 40 cm, the results satisfy the vertical accuracy limit Bc7 defined by the International Hydrographic Organization. Further improvements are anticipated by extending BathyNet to include a simultaneous semantic segmentation branch.
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Zusammenfassung
This paper reports on the activities carried out in the context of “Dragon project 32278: Three- and Four-Dimensional Topographic Measurement and Validation”. The research work was split into three subprojects and encompassed several activities to deliver accurate characterization of targets on land surfaces and deepen the current knowledge on the exploitation of Synthetic Aperture Radar (SAR) data. The goal of Subproject 1 was to validate topographic mapping accuracy of various ESA, TPM, and Chinese satellite system on test sites in the EU and China; define and improve validation methodologies for topographic mapping; and develop and setup test sites for the validation of different surface motion estimation techniques. Subproject 2 focused on the specific case of spatially and temporally decorrelating targets by using multi-baseline interferometric (InSAR) and tomographic (TomoSAR) SAR processing. Research on InSAR led to the development of robust retrieval techniques to estimate target displacement over time. Research on TomoSAR was focused on testing or defining new processing methods for high-resolution 3D imaging of the interior of forests and glaciers and the characterization of their temporal behavior. Subproject 3 was focused on near-real-time motion estimation, considering efficient algorithms for the digestion of new acquisitions and for changes in problem parameterization.
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Zusammenfassung
Automatic mapping of individual urban trees is increasingly important to city administration and planing. Although deep learning algorithms are now standard methodology in computer vision, their adaption to individual tree detection in urban areas has hardly been investigated so far. In this work, we propose a deep single-shot object detection network to find urban trees in point clouds from airborne laser scanning. The network consists of a sparse 3D convolutional backbone for feature extraction and a subsequent single-shot region proposal network for the actual detection. It takes as input raw 3D voxel clouds, discretized from the point cloud in preprocessing. Outputs are cylindrical tree objects paired with their detection scores. We train and evaluate the network on the ISPRS Vaihingen 3D Benchmark dataset with custom tree object labels. The general feasibility of our approach is demonstrated. It achieves promising results compared to a traditional 2D baseline using watershed segmentation. We also conduct comparisons with state-of-the-art machine learning methods for semantic point segmentation.
BibTeX
@proceedings{schmohl2021towards,
  abstract = {Automatic mapping of individual urban trees is increasingly important to city administration and planing. Although deep learning algorithms are now standard methodology in computer vision, their adaption to individual tree detection in urban areas has hardly been investigated so far. In this work, we propose a deep single-shot object detection network to find urban trees in point clouds from airborne laser scanning. The network consists of a sparse 3D convolutional backbone for feature extraction and a subsequent single-shot region proposal network for the actual detection. It takes as input raw 3D voxel clouds, discretized from the point cloud in preprocessing. Outputs are cylindrical tree objects paired with their detection scores. We train and evaluate the network on the ISPRS Vaihingen 3D Benchmark dataset with custom tree object labels. The general feasibility of our approach is demonstrated. It achieves promising results compared to a traditional 2D baseline using watershed segmentation. We also conduct comparisons with state-of-the-art machine learning methods for semantic point segmentation.
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Zusammenfassung
Persistent Scatterer Interferometry (PSI) is a powerful radar-based remote sensing technique, able to monitor small displacements by analyzing a temporal stack of coherent synthetic aperture radar images. In an urban environment it is desirable to link the resulting PS points to single buildings and their substructures to allow an integration into building information and monitoring systems. We propose a distance metric that, combined with a dimension reduction, allows a clustering of PS points into local structures which follow a similar deformation behavior over time. Our experiments show that we can extract plausible substructures and their deformation histories on medium sized and large buildings. We present the results of this workflow on a relatively small residential house. Additionally we demonstrate a much larger building with several hundred PS points and dozens of resulting clusters in a web-base platform that allows the investigation of the results in three dimensions.
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Zusammenfassung
Historical aerial photographs represent a special cultural asset for preserving information about land cover and land use change in the twentieth century with a high spatial and temporal resolution. A current topic is the digitisation of historical images to make them accessible to a wider range of users and to preserve them from age deterioration. For a photogrammetric evaluation, a high geometric stability and accuracy during the digitization process is required. In this work, the resolving power and geometric quality of a Phase One iXM-MV150F high-performance camera was investigated, which is used at the Landesamt für Geoinformation und Landentwicklung Baden-Württemberg in the project ‘Digitaler Luftbildatlas Baden-Württemberg’ for the digitisation of historical aerial photographs. The resolving power of the system was empirically measured and analysed. The required modulation transfer function was determined using Siemens stars. With this method, the significant influence of the focus setting and deviations of the plane-parallel alignment could be determined. Using a digitised aerial survey of the Vaihingen/Enz test field, the impact of the above-mentioned effects and the influence of the geometry of the scanning camera on the quality of the derived data products was shown in comparison to a photogrammetric scanner. The comparison showed that dedicated photogrammetric scanners still achieve a higher accuracy, even if a high-quality optical system is used for the digitising stand with the document camera. Further investigations are justified to improve the accuracy and stability of digitising the aerial image with a document camera.
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Zusammenfassung
In contrast to topographic laser scanning, laser hydrography must take into account the presence of two media. A pulsed laser beam, which enters the water from the air at an oblique angle, is refracted at the air-water boundary in the direction of the plumb line. This change in the direction described by Snellius' law is caused by a slower speed of the light wave in the water, i.e., the phase velocity. Light scattering caused by turbidity gives rise to further deviations from the straight path. Together, the slower speed and the turbidity-induced path extension cause a longer pulse round trip time in the water than in the air. For an accurate measurement, it is important to correct this propagation time extension. It is a common practice to assume the phase velocity as the velocity for the laser pulses in water. In a dispersive medium, however, the phase velocity is only an approximation of the velocity of a pulse. In media with chromatic dispersion, the pulses propagate with a different velocity, i.e., the group velocity. In water, using the group velocity instead of the phase velocity reduces the range dependent bias of the depth measurement at a laser wavelength of 532 nm by more than 1.5%. We present an easy to perform an experiment, which shows that the group velocity differs so much from the phase velocity that this difference should be taken into account. We further discuss the use of group velocity to explain the depth bias using examples from the literature.
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  abstract = {In contrast to topographic laser scanning, laser hydrography must take into account the presence of two media. A pulsed laser beam, which enters the water from the air at an oblique angle, is refracted at the air-water boundary in the direction of the plumb line. This change in the direction described by Snellius' law is caused by a slower speed of the light wave in the water, i.e., the phase velocity. Light scattering caused by turbidity gives rise to further deviations from the straight path. Together, the slower speed and the turbidity-induced path extension cause a longer pulse round trip time in the water than in the air. For an accurate measurement, it is important to correct this propagation time extension. It is a common practice to assume the phase velocity as the velocity for the laser pulses in water. In a dispersive medium, however, the phase velocity is only an approximation of the velocity of a pulse. In media with chromatic dispersion, the pulses propagate with a different velocity, i.e., the group velocity. In water, using the group velocity instead of the phase velocity reduces the range dependent bias of the depth measurement at a laser wavelength of 532 nm by more than 1.5%. We present an easy to perform an experiment, which shows that the group velocity differs so much from the phase velocity that this difference should be taken into account. We further discuss the use of group velocity to explain the depth bias using examples from the literature.},
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Zusammenfassung
In this article, we present a two-level approach for the crowd-based collection of vehicles from 3D point clouds. In the first level, the crowdworkers are asked to identify the coarse positions of vehicles in 2D rasterized shadings that were derived from the 3D point cloud. In order to increase the quality of the results, we utilize the wisdom of the crowd principle which says that averaging multiple estimates of a group of individuals provides an outcome that is often better than most of the underlying estimates or even better than the best estimate. For this, each crowd job is duplicated 10 times and the multiple results are integrated with a DBSCAN cluster algorithm. In the second level, we use the integrated results as pre-information for extracting small subsets of the 3D point cloud that are then presented to crowdworkers for approximating the included vehicle by means of a Minimum Bounding Box (MBB). Again, the crowd jobs are duplicated 10 times and an average bounding box is calculated from the individual bounding boxes. We will discuss the quality of the results of both steps and show that the wisdom of the crowd significantly improves the completeness as well as the geometric quality. With a tenfold acquisition, we have achieve a completeness of 93.3 percent and a geometric deviation of less than 1 m for 95 percent of the collected vehicles.
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  abstract = { In this article, we present a two-level approach for the crowd-based collection of vehicles from 3D point clouds. In the first level, the crowdworkers are asked to identify the coarse positions of vehicles in 2D rasterized shadings that were derived from the 3D point cloud. In order to increase the quality of the results, we utilize the wisdom of the crowd principle which says that averaging multiple estimates of a group of individuals provides an outcome that is often better than most of the underlying estimates or even better than the best estimate. For this, each crowd job is duplicated 10 times and the multiple results are integrated with a DBSCAN cluster algorithm. In the second level, we use the integrated results as pre-information for extracting small subsets of the 3D point cloud that are then presented to crowdworkers for approximating the included vehicle by means of a Minimum Bounding Box (MBB). Again, the crowd jobs are duplicated 10 times and an average bounding box is calculated from the individual bounding boxes. We will discuss the quality of the results of both steps and show that the wisdom of the crowd significantly improves the completeness as well as the geometric quality. With a tenfold acquisition, we have achieve a completeness of 93.3 percent and a geometric deviation of less than 1 m for 95 percent of the collected vehicles.},
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Zusammenfassung
The German Wadden Sea is a very fragile ecosystem listed as UNESCO World
Heritage Site and therefore closely monitored. This monitoring includes but is not limited to
the waterways, the erosion of the islands causes by tides and storms, the condition of coastal
protection buildings and the land cover and use. The goal of the project called GeoWAM is to
investigate whether or not it is possible to replace airborne Laser scanning, which is the state
of the art for this task, by airborne Synthetic Aperture Radar. As part of the project consortium,
the Karlsruhe Institute for Technology and the University of Stuttgart are investigating new
methods for the automatic evaluation of radar data. In this paper we describe the efforts on
the subject of classification, georeferencing and the extraction of 3D structures.
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Zusammenfassung
Künstliche Neuronale Netze haben sich in weiten Teilen der maschinellen Dateninterpretation als Stand der Technik etabliert. Jedoch ist die Qualitätseinschätzung ihrer Klassifikationsergebnisse ohne gegebene Ground Truth noch ein offenes Forschungsfeld. Von zunehmendem Interesse ist dabei das sogenannte Monte-Carlo Dropout, mit welchem eine Verteilung der prädizierten Pseudo-Wahrscheinlichkeiten geschätzt werden kann. In dieser Arbeit werden verschiedene daraus abgeleitete Unsicherheitsmaße sowohl quantitativ als auch visuell miteinander verglichen. Als Studienobjekt dient dafür der ISPRS Potsdam 2D Semantic Labeling Benchmark Datensatz zur Luftbildklassifikation. Es zeigt sich, dass insbesondere mittels der Shannon Entropie der Pseudo-Wahrscheinlichkeiten unsichere bzw. fehlerhafte Pixelklassifikationen identifiziert werden können. Diese identifizierten Pixel befinden sich in erster Linie an Objekträndern und ermöglichen beispielsweise durch die Entfernung der unsichersten 10 % der Pixel eine Steigerung der Gesamtgenauigkeit von 82,6 % auf 86,5 %.
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Zusammenfassung
Dieser Beitrag diskutiert das flächenhafte UAV-basierte (Bauwerks-)Monitoring mittels Bild- und Laserdaten am Beispiel der Schleusenanlage und deren Umfeld in Hessigheim/Neckar. Die angestrebten Objektpunktgenauigkeiten im Subzentimeterbereich werden empirisch nachgewiesen. Vielversprechend ist die hybride Georeferenzierung von Laser- und Bilddaten, mit der die komplementären Eigenschaften beider Sensoren voll ausgeschöpft werden können. Die stabile Geometrie eines flächenhaft aufgenommenen Luftbilds unterstützt die Orientierung des scannenden Lasersystems. Mit den empirisch nachgewiesenen Genauigkeiten von ca. 5 mm können Setzungen in der Größenordnung von 1 cm/Jahr gesichert flächendeckend nachgewiesen werden.
BibTeX
@article{cramer2020flchenhaftes,
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Zusammenfassung
The objective of this paper is to evaluate the performance of high-end and regular UAV-based camera systems. Different factors contribute to the overall accuracy. The evaluation partly relies on the methods, which are part of the new upcoming German standard DIN 18740-8 “Photogrammetric products – Part 8: Requirements for image quality (quality of optical remote sensing data)”. The image data quality in general is quantitatively evaluated at different processing levels e.g. uncorrected, corrected original image, influence of debayering, orthoimage processing, image restoration, etc. This requires pre-processing of the image data to produce a comparable data quality, the acquisition, provision and processing of reference data and additional information. This analysis includes the spatial resolution. Furthermore, the geometric camera stability and the influence of different image block constellations directly influences the overall 3D object point quality. This is typically evaluated from test sites. For empirical testing UAV-based images from the DJI Phantom 4 series with proprietary in-built cameras are compared to drone images taken with Phase One iXM 100 MPix camera.
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Zusammenfassung
Digital terrain models (DTM) based on airborne laser scanning (ALS) are an important source for identifying and monitoring archaeological sites and landscapes. However, a DTM is only one of many representations of a given surface. Its accuracy and quality must conform to its purpose and are a result of several considerations and decisions along the processing chain. One of the most important factors of ALS-based DTM generation is ground point filtering, i.e., the classification of the acquired point-cloud into terrain and off-terrain points. Filtering is not straightforward. The resulting DTM is usually a compromise that might show the surface below very dense vegetation while losing detail in other areas. In this paper, we show that in very complex situations (e.g., strongly varying vegetation cover), an optimal compromise is difficult to achieve, and more than one filter with different settings adapted to the varying degree of vegetation cover is necessary. For practical reasons, the results need to be combined into a single DTM. This is demonstrated using the case study of a Mediterranean landscape in Croatia, which consists of open areas (agricultural and grassland), olive plantations, as well as extremely dense and evergreen macchia vegetation. The results are the first step toward an adaptive ground point filtering strategy that might be useful far beyond the field of archaeology.
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Zusammenfassung
This paper presents a study on the potential of ultra-high accurate UAV-based 3D data capture by combining both imagery and LiDAR data. Our work is motivated by a project aiming at the monitoring of subsidence in an area of mixed use. Thus, it covers built-up regions in a village with a ship lock as the main object of interest as well as regions of agricultural use. In order to monitor potential subsidence in the order of 10 mm/year, we aim at sub-centimeter accuracies of the respective 3D point clouds. We show that hybrid georeferencing helps to increase the accuracy of the adjusted LiDAR point cloud by integrating results from photogrammetric block adjustment to improve the time-dependent trajectory corrections. As our main contribution, we demonstrate that joint orientation of laser scans and images in a hybrid adjustment framework significantly improves the relative and absolute height accuracies. By these means, accuracies corresponding to the GSD of the integrated imagery can be achieved. Image data can also help to enhance the LiDAR point clouds. As an example, integrating results from Multi-View Stereo potentially increases the point density from airborne LiDAR. Furthermore, image texture can support 3D point cloud classification. This semantic segmentation discussed in the final part of the paper is a prerequisite for further enhancement and analysis of the captured point cloud.
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  abstract = {This paper presents a study on the potential of ultra-high accurate UAV-based 3D data capture by combining both imagery and LiDAR data. Our work is motivated by a project aiming at the monitoring of subsidence in an area of mixed use. Thus, it covers built-up regions in a village with a ship lock as the main object of interest as well as regions of agricultural use. In order to monitor potential subsidence in the order of 10 mm/year, we aim at sub-centimeter accuracies of the respective 3D point clouds. We show that hybrid georeferencing helps to increase the accuracy of the adjusted LiDAR point cloud by integrating results from photogrammetric block adjustment to improve the time-dependent trajectory corrections. As our main contribution, we demonstrate that joint orientation of laser scans and images in a hybrid adjustment framework significantly improves the relative and absolute height accuracies. By these means, accuracies corresponding to the GSD of the integrated imagery can be achieved. Image data can also help to enhance the LiDAR point clouds. As an example, integrating results from Multi-View Stereo potentially increases the point density from airborne LiDAR. Furthermore, image texture can support 3D point cloud classification. This semantic segmentation discussed in the final part of the paper is a prerequisite for further enhancement and analysis of the captured point cloud.},
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Zusammenfassung
Agricultural robotics rely on digital tools and sensor integration in order to improve efficiency and sustainability of cultivations. One part of orchard inventory is the identification of a tree trunk i.e. localization and diameter determination. However, this is a challenging task, due to thin trunks, presence of leaves and low branches. In this paper we present a case study for determining these parameters using the example of peach orchard, for which a high-density LiDAR data (over 3000 points/m2) was obtained with a small unmanned aerial system (UAS) during a leafy and leafless season. We applied point thresholding by height and by components of normal vector, in order to identify points reflected from trunks. Alpha-shape algorithm was used to aggregate together points, that belong to the same trunk and their centroid determined the trunk location. Trunk diameters were calculated using two alternative approaches: the Principal Component Analysis (PCA) and circle fit. For the leafy season trunk identification is challenging. Omission errors were caused due to few reflections from trunks and commission errors occurred because of the unfiltered reflections from low branches and young twigs oriented towards the ground. All 194 trunks were identified from data collected during the leafless season. The accuracy of tree location was 0.27 m and the accuracy of diameter determination using PCA was 0.03 m.
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  abstract = {Agricultural robotics rely on digital tools and sensor integration in order to improve efficiency and sustainability of cultivations. One part of orchard inventory is the identification of a tree trunk i.e. localization and diameter determination. However, this is a challenging task, due to thin trunks, presence of leaves and low branches. In this paper we present a case study for determining these parameters using the example of peach orchard, for which a high-density LiDAR data (over 3000 points/m2) was obtained with a small unmanned aerial system (UAS) during a leafy and leafless season. We applied point thresholding by height and by components of normal vector, in order to identify points reflected from trunks. Alpha-shape algorithm was used to aggregate together points, that belong to the same trunk and their centroid determined the trunk location. Trunk diameters were calculated using two alternative approaches: the Principal Component Analysis (PCA) and circle fit. For the leafy season trunk identification is challenging. Omission errors were caused due to few reflections from trunks and commission errors occurred because of the unfiltered reflections from low branches and young twigs oriented towards the ground. All 194 trunks were identified from data collected during the leafless season. The accuracy of tree location was 0.27 m and the accuracy of diameter determination using PCA was 0.03 m.},
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Zusammenfassung
Automated semantic interpretation of 3D point clouds is crucial for many tasks in the domain of geospatial data analysis. For this purpose, labeled training data is required, which has often to be provided manually by experts. One approach to minimize effort in terms of costs of human interaction is Active Learning (AL). The aim is to process only the subset of an unlabeled dataset that is particularly helpful with respect to class separation. Here a machine identifies informative instances which are then labeled by humans, thereby increasing the performance of the machine. In order to completely avoid involvement of an expert, this time-consuming annotation can be resolved via crowdsourcing. Therefore, we propose an approach combining AL with paid crowdsourcing. Although incorporating human interaction, our method can run fully automatically, so that only an unlabeled dataset and a fixed financial budget for the payment of the crowdworkers need to be provided. We conduct multiple iteration steps of the AL process on the ISPRS Vaihingen 3D Semantic Labeling benchmark dataset (V3D) and especially evaluate the performance of the crowd when labeling 3D points. We prove our concept by using labels derived from our crowd-based AL method for classifying the test dataset. The analysis outlines that by labeling only 0:4% of the training dataset by the crowd and spending less than 145 $, both our trained Random Forest and sparse 3D CNN classifier differ in Overall Accuracy by less than 3 percentage points compared to the same classifiers trained on the complete V3D training set.
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  abstract = {Automated semantic interpretation of 3D point clouds is crucial for many tasks in the domain of geospatial data analysis. For this purpose, labeled training data is required, which has often to be provided manually by experts. One approach to minimize effort in terms of costs of human interaction is Active Learning (AL). The aim is to process only the subset of an unlabeled dataset that is particularly helpful with respect to class separation. Here a machine identifies informative instances which are then labeled by humans, thereby increasing the performance of the machine. In order to completely avoid involvement of an expert, this time-consuming annotation can be resolved via crowdsourcing. Therefore, we propose an approach combining AL with paid crowdsourcing. Although incorporating human interaction, our method can run fully automatically, so that only an unlabeled dataset and a fixed financial budget for the payment of the crowdworkers need to be provided. We conduct multiple iteration steps of the AL process on the ISPRS Vaihingen 3D Semantic Labeling benchmark dataset (V3D) and especially evaluate the performance of the crowd when labeling 3D points. We prove our concept by using labels derived from our crowd-based AL method for classifying the test dataset. The analysis outlines that by labeling only 0:4% of the training dataset by the crowd and spending less than 145 $, both our trained Random Forest and sparse 3D CNN classifier differ in Overall Accuracy by less than 3 percentage points compared to the same classifiers trained on the complete V3D training set.},
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Zusammenfassung
Für die automatisierte semantische Interpretation von 3D-Punktwolken bedarf es typischerweise einer großen Menge gelabelter Trainingsdaten. Diese werden oft von Experten bereitgestellt. Da es sich hierbei allerdings um einen sehr zeit- und damit kostenintensiven Prozess handelt, wird in diesem Beitrag ein Ansatz zur signifikanten Reduktion des Labelaufwands mittels Active Learning (AL) in Kombination mit Crowdsourcing vorgestellt, welcher die Einbindung eines Experten in den Labelprozess gänzlich vermeidet. Die im Rahmen des Beitrags vorgestellte Pipeline wird auf den ISPRS Vaihingen 3D Semantic Labeling Benchmark Datensatz angewandt. Hierbei kann gezeigt werden, dass mit nur 0,4% durch die Crowd gelabelter Punkte sowohl der angewandte Random-Forest-Klassifikator als auch das Sparse 3D CNN eine Overall Accuracy (OA) erreicht, die sich im Vergleich zum Training mittels des vollständig gelabelten Datensatzes um weniger als 3 Prozentpunkte unterscheidet.
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  abstract = {Für die automatisierte semantische Interpretation von 3D-Punktwolken bedarf es typischerweise einer großen Menge gelabelter Trainingsdaten. Diese werden oft von Experten bereitgestellt. Da es sich hierbei allerdings um einen sehr zeit- und damit kostenintensiven Prozess handelt, wird in diesem Beitrag ein Ansatz zur signifikanten Reduktion des Labelaufwands mittels Active Learning (AL) in Kombination mit Crowdsourcing vorgestellt, welcher die Einbindung eines Experten in den Labelprozess gänzlich vermeidet. Die im Rahmen des Beitrags vorgestellte Pipeline wird auf den ISPRS Vaihingen 3D Semantic Labeling Benchmark Datensatz angewandt. Hierbei kann gezeigt werden, dass mit nur 0,4% durch die Crowd gelabelter Punkte sowohl der angewandte Random-Forest-Klassifikator als auch das Sparse 3D CNN eine Overall Accuracy (OA) erreicht, die sich im Vergleich zum Training mittels des vollständig gelabelten Datensatzes um weniger als 3 Prozentpunkte unterscheidet. 
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Zusammenfassung
The semantic segmentation of the huge amount of acquired 3D data has become an important task in recent years. We propose a novel association mechanism that enables information transfer between two 3D representations: point clouds and meshes. The association mechanism can be used in a two-fold manner: (i) feature transfer to stabilize semantic segmentation of one representation with features from the other representation and (ii) label transfer to achieve the semantic annotation of both representations. We claim that point clouds are an intermediate product whereas meshes are a final user product that jointly provides geometrical and textural information. For this reason, we opt for semantic mesh segmentation in the first place. We apply an off-the-shelf PointNet++ to a textured urban triangle mesh as generated from LiDAR and oblique imagery. For each face within a mesh, a feature vector is computed and optionally extended by inherent LiDAR features as provided by the sensor (e.g. intensity). The feature vector extension is accomplished with the proposed association mechanism. By these means, we leverage inherent features from both data representations for the semantic mesh segmentation (multi-modality). We achieve an overall accuracy of 86:40% on the face-level on a dedicated test mesh. Neglecting LiDAR-inherent features in the per-face feature vectors decreases mean intersection over union by ∼2%. Leveraging our association mechanism, we transfer predicted mesh labels to the LiDAR point cloud at a stroke. To this end, we semantically segment the point cloud by implicit usage of geometric and textural mesh features. The semantic point cloud segmentation achieves an overall accuracy close to 84% on the point-level for both feature vector compositions.
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  author = {Laupheimer, D. and Shams Eddin, M. H. and Haala, N.},
  doi = {10.5194/isprs-annals-V-2-2020-509-2020},
  editor = {Paparoditis, N. and Mallet, C. and Lafarge, F. and Remondino, F. and Toschi, I. and Fuse, T.},
  issn = {2194-9050},
  journal = {ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
  pages = {509--516},
  title = {On the Association of LiDAR Point Clouds and Textured Meshes for Multi-Modal Semantic Segmentation},
  url = {https://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/V-2-2020/509/2020/},
  volume = {V-2-2020},
  year = 2020
}

	  Laupheimer, D., Shams Eddin, M. H., & Haala, N. (2020). The Importance of Radiometric Feature Quality for
Semantic Mesh Segmentation. 40. Wissenschaftlich-Technische Jahrestagung der DGPF in Stuttgart – Publikationen der DGPF, 29, 205--218. https://www.dgpf.de/src/tagung/jt2020/proceedings/proceedings/papers/27_DGPF2020_Laupheimer_et_al.pdf


	Zusammenfassung
	BibTeX


Zusammenfassung
We propose a pipeline for the semantic segmentation of textured meshes in urban scenes as generated from imagery and LiDAR data. Key idea is to represent the mesh as a set of face centroids (COG cloud). This enables the comparison of various point-based classifiers of varying learning abilities. Fine-tuned PointNet++ showed the best results due to hierarchical feature learning. One of the main differences between meshes and point clouds is the availability of high-resolution texture. Hence, we evaluate the importance of radiometric feature quality as a proxy for texture importance. Color information increases performance by at least 5 % (mIoU) for the used data. We achieved to double the performance gain by improving the radiometric feature quality, i.e. utilizing color information of the entire face. Our study shows that texture is beneficial for non-uniform dense and non-balanced data sets. However, it also shows the inherent limitations of textural features like occlusions, absence of imagery, and the quality of the geometric reconstruction
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Zusammenfassung
Neben klassischen Laserbathymetriesensoren bietet auch die Single Photon LiDAR Technologie prinzipiell die Möglichkeit der Erfassung von Gewässertiefen. In diesem Beitrag wird die Eignung von Single Photon LiDAR zur Bathymetrieableitung sowohl von
der Theorie her als auch anhand praktischer Beispiele einer Datenerfassung mit dem Leica SPL100 in Wien und Niederösterreich erörtert. Die prinzipielle Eignung begründet sich durch die Verwendung grüner Laserstrahlung, dem konischen Scanmechanismus mit konstanter Strahlrichtung gegenüber der Horizontalen und der prinzipiellen Mehrzielfähigkeit der eingesetzten sehr empfindlichen Detektoren. Einschränkungen ergeben sich wegen der nicht vorhandenen Wellenformaufzeichnung und aufgrund der potenziellen Signalinteraktion eng benachbarter Laserstrahlen und deren zugeordneter Empfänger. Je nach Gewässertrübe konnte bei der durchgeführten Datenerfassung entweder limitierte Eindringtiefe oder unzureichende Signalantwort von der Wasseroberfläche festgestellt werden. Die erzielten Messtiefen liegen im Bereich der 1-fachen Secchi Tiefe.
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Zusammenfassung
Durch fortschreitende Sensorminiaturisierung sind mittlerweile bathymetrische Scanner mit einem Gesamtgewicht von etwa 10 kg verfügbar, welche auf wendigen bemannten Plattformen (Helikopter, Gyrokopter) oder auf unbemannten Flugsystemen betrieben
werden können. Einer der ersten UAV-tauglichen topo-bathymetrischen Laserscanner ist der RIEGL VQ-840-G. In diesem Beitrag stellen wir das Sensorkenzept des Scanners vor und präsentieren eine erste, objektive Genauigkeits- und Performanceuntersuchung. Dazu wurde Ende August 2019 ein 500 m langer Abschnitt des Pielach Flusses sowie zwei angrenzende
Schotterteiche erfasst. Die Datenerhebung erfolgte aus einer Flughöhe von 50-75 m mit Pulswiderholraten von 50-100 kHz. Anhand terrestrischer Kontrollmessungen konnte eine absolute Höhengenauigkeit von <10 cm und eine Tiefenmessperformance von mehr als der 2-fachen Secchi-Tiefe nachgewiesen werden. UAV-basierte bathymetrische Laserscanner eignen sich daher für die präzise Erfassung kleinerer Gewässer und ermöglichen vielfältige Anwendungen wie etwa Gefahrenzonenplanung, Habitatmodellierung und Monitoring von Morphodynamik.
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Schotterteiche erfasst. Die Datenerhebung erfolgte aus einer Flughöhe von 50-75 m mit Pulswiderholraten von 50-100 kHz. Anhand terrestrischer Kontrollmessungen konnte eine absolute Höhengenauigkeit von <10 cm und eine Tiefenmessperformance von mehr als der 2-fachen Secchi-Tiefe nachgewiesen werden. UAV-basierte bathymetrische Laserscanner eignen sich daher für die präzise Erfassung kleinerer Gewässer und ermöglichen vielfältige Anwendungen wie etwa Gefahrenzonenplanung, Habitatmodellierung und Monitoring von Morphodynamik. },
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Zusammenfassung
We present the sensor concept and first performance and accuracy assessment results of a novel lightweight topo-bathymetric laser scanner designed for integration on Unmanned Aerial Vehicles (UAVs), light aircraft, and helicopters. The instrument is particularly well suited for capturing river bathymetry in high spatial resolution as a consequence of (i) the low nominal flying altitude of 50&ndash;150 m above ground level resulting in a laser footprint diameter on the ground of typically 10&ndash;30 cm and (ii) the high pulse repetition rate of up to 200 kHz yielding a point density on the ground of approximately 20&ndash;50 points/m2. The instrument features online waveform processing and additionally stores the full waveform within the entire range gate for waveform analysis in post-processing. The sensor was tested in a real-world environment by acquiring data from two freshwater ponds and a 500 m section of the pre-Alpine Pielach River (Lower Austria). The captured underwater points featured a maximum penetration of two times the Secchi depth. On dry land, the 3D point clouds exhibited (i) a measurement noise in the range of 1&ndash;3 mm; (ii) a fitting precision of redundantly captured flight strips of 1 cm; and (iii) an absolute accuracy of 2&ndash;3 cm compared to terrestrially surveyed checkerboard targets. A comparison of the refraction corrected LiDAR point cloud with independent underwater checkpoints exhibited a maximum deviation of 7.8 cm and revealed a systematic depth-dependent error when using a refraction coefficient of n = 1.36 for time-of-flight correction. The bias is attributed to multi-path effects in the turbid water column (Secchi depth: 1.1 m) caused by forward scattering of the laser signal at suspended particles. Due to the high spatial resolution, good depth performance, and accuracy, the sensor shows a high potential for applications in hydrology, fluvial morphology, and hydraulic engineering, including flood simulation, sediment transport modeling, and habitat mapping.
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Zusammenfassung
Effective image resolution is an important image quality factor for remote sensing sensors and significantly affects photogrammetric processing tool chains. Tie points, mandatory for forming the block geometry, fully rely on feature points (i.e. SIFT, SURF) and quality of these points however is significantly correlated to image resolution. Spatial resolution can be determined in different ways. Utilizing bar test charts (e.g. USAF51), slanted edges (ISO 12233) and Siemens-Stars are widely accepted techniques. The paper describes these approaches and compares all in one joint experiment. Moreover, Slanted-Edge and Siemens-Star method is evaluated using (close to) ideal images convolved with known parameters. It will be shown that both techniques deliver conclusive and expected results.
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Zusammenfassung
Zur Ableitung von Gewässertiefen werden aufgrund der einfachen Datenerfassung in den letzten Jahren vermehrt optische Ansätze basierend auf der Bildradiometrie eingesetzt. In flachen Bereichen kann die Tiefe dabei durch die Modellierung der Signaldämpfung in verschiedenen Bändern ermittelt werden. Im Rahmen des im Beitrag vorgestellten Ansatzes soll untersucht werden, inwieweit ein Convolutional Neural Network in der Lage ist, Wassertiefen aus multispektralen Luftbildern zu schätzen. Um auf die in den Bildpixel abgebildeten schrägen Wasserdistanzen zu trainieren, werden als Basis nicht das Orthophoto, sondern die originalen weitwinkeligen Luftbilder herangezogen. Der verwendete Datensatz enthält neben RGB-Bildern auch synchron erfasste panchromatische Bilder mit einem Coastal Blue Filter, dessen Nutzen in der CNN-basierten Regression analysiert wird. Die Auswertung zeigt, dass Trends für unterschiedliche Tiefen und Bodenbedeckungen erkannt werden können und eine Standardabweichung von 0.3-0.4 m erreicht werden kann. Limitiert wird der Ansatz durch direkte Reflexion von Sonnenlicht (sun glint) und durch Schattenbereiche. Die Einbeziehung des Coastal Blue Bandes bringt einen Mehrwert in Bezug auf die Verteilung der Tiefen des Testgebietes.
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  abstract = {Zur Ableitung von Gewässertiefen werden aufgrund der einfachen Datenerfassung in den letzten Jahren vermehrt optische Ansätze basierend auf der Bildradiometrie eingesetzt. In flachen Bereichen kann die Tiefe dabei durch die Modellierung der Signaldämpfung in verschiedenen Bändern ermittelt werden. Im Rahmen des im Beitrag vorgestellten Ansatzes soll untersucht werden, inwieweit ein Convolutional Neural Network in der Lage ist, Wassertiefen aus multispektralen Luftbildern zu schätzen. Um auf die in den Bildpixel abgebildeten schrägen Wasserdistanzen zu trainieren, werden als Basis nicht das Orthophoto, sondern die originalen weitwinkeligen Luftbilder herangezogen. Der verwendete Datensatz enthält neben RGB-Bildern auch synchron erfasste panchromatische Bilder mit einem Coastal Blue Filter, dessen Nutzen in der CNN-basierten Regression analysiert wird. Die Auswertung zeigt, dass Trends für unterschiedliche Tiefen und Bodenbedeckungen erkannt werden können und eine Standardabweichung von 0.3-0.4 m erreicht werden kann. Limitiert wird der Ansatz durch direkte Reflexion von Sonnenlicht (sun glint) und durch Schattenbereiche. Die Einbeziehung des Coastal Blue Bandes bringt einen Mehrwert in Bezug auf die Verteilung der Tiefen des Testgebietes. },
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Zusammenfassung
Modern high-resolution satellite sensors collect optical imagery with ground sampling distances (GSDs) of 30–50 cm, which has sparked a renewed interest in photogrammetric 3D surface reconstruction from satellite data. State-of-the-art reconstruction methods typically generate 2.5D elevation data. Here, we present an approach to recover full 3D surface meshes from multi-view satellite imagery. The proposed method takes as input a coarse initial mesh and refines it by iteratively updating all vertex positions to maximise the photo-consistency between images. Photo-consistency is measured in image space, by transferring texture from one image to another via the surface. We derive the equations to propagate changes in texture similarity through the rational function model (RFM), often also referred to as rational polynomial coefficient (RPC) model. Furthermore, we devise a hierarchical scheme to optimise the surface with gradient descent. In experiments with two different datasets, we show that the refinement improves the initial digital elevation models (DEMs) generated with conventional dense image matching. Moreover, we demonstrate that our method is able to reconstruct true 3D geometry, such as facade structures, if off-nadir views are available.
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  abstract = {Modern high-resolution satellite sensors collect optical imagery with ground sampling distances (GSDs) of 30–50 cm, which has sparked a renewed interest in photogrammetric 3D surface reconstruction from satellite data. State-of-the-art reconstruction methods typically generate 2.5D elevation data. Here, we present an approach to recover full 3D surface meshes from multi-view satellite imagery. The proposed method takes as input a coarse initial mesh and refines it by iteratively updating all vertex positions to maximise the photo-consistency between images. Photo-consistency is measured in image space, by transferring texture from one image to another via the surface. We derive the equations to propagate changes in texture similarity through the rational function model (RFM), often also referred to as rational polynomial coefficient (RPC) model. Furthermore, we devise a hierarchical scheme to optimise the surface with gradient descent. In experiments with two different datasets, we show that the refinement improves the initial digital elevation models (DEMs) generated with conventional dense image matching. Moreover, we demonstrate that our method is able to reconstruct true 3D geometry, such as facade structures, if off-nadir views are available.},
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Zusammenfassung
Within this paper, we present the implementation of a walkable virtual city model, created from aerial images of downtown Stuttgart. For this purpose, textured 3D meshes were automatically generated using commercial off-the-shelf multi-view stereo image matching software. This data provided the content for a VR framework based on the Unity game engine. Thus, an interactive data presentation using the HTC Vive virtual reality system was feasible. In addition to navigation, further user interactions such as simple tools for measurements inside the virtual model using handheld controller were implemented. According to our experience, this Stuttgart city walk is not only very attractive for presenting photogrammetric data to the general public at public relations activities, but could also be used as a low-cost and efficient 3D tool for interactive data editing in complex urban environments.
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Zusammenfassung
In the past two decades persistent scatterer interferometry (PSI) has become a well understood and powerful method to monitor the deformations of man-made structures. PSI can derive displacement histories of thousands of scattered points on a single building with accuracy of a few millimetre per year, by analysing space-borne SAR data. In this paper, we present a method to cluster PS points on a single building into segments which show the same deformation behavior. The spatial distribution of those clusters gives an insight into the structural behavior of a building. We use dimensionality reduction to visualize the clusters in the deformation space. The comparison of our extracted displacement patterns with ground truth data from precise levelling and 3D tachymetry confirms the plausibility of our remote sensing method.
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Zusammenfassung
Die Auswertung hochaufgelöster Synthtetic Aperture Radar (SAR) Daten mittels Persistent Scatterer Interferometry (PSI) kann kleinste Oberflächenbewegungen detektieren und bietet so eine Möglichkeit, bodengebundenen Überwachungsmessungen durch eine Satellitentechnik zu ergänzen. Im Rahmen eines Forschungsprojektes soll ein Schleusenbauwerk überwacht werden. Es kann gezeigt werden, dass sich die PSI Technik dazu eignet, kleinräumige Deformationen im Umfeld der Schleuse aufzudecken. Die Auswertung zweier verschiedener Beobachtungsgeometrien erlaubt eine Dekomposition der Line-of-Sight-Messungen in vertikale und horizontale Bewegungen. Eine statistische Analyse der Zeitserien mittels EOF legt nahe, dass sich die Bewegung des Bauwerks hauptsächlich auf einen Jahresgang zurückführen lassen.
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Zusammenfassung
Die Auswertung hoch aufgelöster Synthetic-Aperture-Radar-Daten (SAR) mittels Persistent-Scatterer-Interferometrie (PSI) kann kleinste Oberflächenbewegungen detektieren und bietet so eine Möglichkeit, bodengebundene Überwachungsmessungen durch eine Satellitentechnik zu ergänzen. Im Rahmen eines Forschungsprojekts soll ein Schleusenbauwerk überwacht werden, in dessen Umfeld sich bekannte Bodensetzungen von etwa 1 cm/Jahr abzeichnen. Durch die parallele Auswertung und die anschließende Kombination zweier Messreihen aus unterschiedlichen Beobachtungswinkeln können die redundanten Messungen in Radialrichtung (Line-of-Sight) in ihre vertikale und horizontale (West-Ost-)Komponenten zerlegt werden. Es kann gezeigt werden, dass sich die PSI-Technik dazu eignet, kleinräumige Deformationen im Umfeld des Wasserbauwerks aufzudecken sowie den Jahresgang der eigentlichen Schleuse abzubilden.
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  abstract = {Die Auswertung hoch aufgelöster Synthetic-Aperture-Radar-Daten (SAR) mittels Persistent-Scatterer-Interferometrie (PSI) kann kleinste Oberflächenbewegungen detektieren und bietet so eine Möglichkeit, bodengebundene Überwachungsmessungen durch eine Satellitentechnik zu ergänzen. Im Rahmen eines Forschungsprojekts soll ein Schleusenbauwerk überwacht werden, in dessen Umfeld sich bekannte Bodensetzungen von etwa 1 cm/Jahr abzeichnen. Durch die parallele Auswertung und die anschließende Kombination zweier Messreihen aus unterschiedlichen Beobachtungswinkeln können die redundanten Messungen in Radialrichtung (Line-of-Sight) in ihre vertikale und horizontale (West-Ost-)Komponenten zerlegt werden. Es kann gezeigt werden, dass sich die PSI-Technik dazu eignet, kleinräumige Deformationen im Umfeld des Wasserbauwerks aufzudecken sowie den Jahresgang der eigentlichen Schleuse abzubilden.},
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Zusammenfassung
The term "Crowdsourcing" goes back to Jeff Howe (Howe, 2006) and represents a neologism of the words "crowd" and öutsourcing". Unlike outsourcing, where companies outsource certain tasks to known third parties, crowdsourcing outsources tasks to unknown workers (crowdworkers) on the Internet. This allows companies to access large numbers of workers who would otherwise not be available. In this paper, we will discuss an approach for the crowd-based collection of trees by means of minimum bounding cylinders from 3D point clouds. We will demonstrate the used web-interface and compare the results with reference data. To improve the quality of the results, we collect the data not only once but multiple times. This enables us to implement a so-called “Wisdom of the Crowd” approach where we can identify automatically outliers and derive integrated cylinders. We will show in this paper that this approach increases significantly the quality of the results.
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Zusammenfassung
Mit dem rapiden Anstieg der Leistungsfähigkeit der Methoden des maschinellen Lerners wächst in den letzten Jahren auch zunehmend das Interesse an großen Mengen qualitativ hochwertiger Trainingsdatensätze. Um solche Datensätze möglichst
gänzlich ohne den Einsatz eines Experten abzuleiten, kann bezahltes Crowdsourcing genutzt werden. Der Fokus der Arbeit liegt auf der bezahlten crowd-basierten Erfassung von Bäumen aus 3D-Punktwolken. Diese werden mittels eines implementierten Web-Tools durch minimal umschließende Zylinder annotiert. Die Qualität der Erfassungen wird durch einen Vergleich mit Referenzdaten bewertet. Um die Übereinstimmung mit diesen zu steigern, wird weiterhin das Potential einer Mehrfacherfassung aufgezeigt, um im Sinne der „Wisdom of the Crowd“ die am best-angepassten Zylinder zu rekonstruieren.
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Zusammenfassung
Lightweight unmanned aerial vehicles (UAVs) have been widely used in image acquisition for 3D reconstruction. With the availability of compact and high-end imaging sensors, UAVs can be the platform for precise photogrammetric reconstruction. However, the completeness and precision of complex environment or targets highly rely on the flight planning due to the self-occlusion of structures. Flight paths with back-and-forth pattern and nadir views will result in incompleteness and precision loss of the 3D reconstruction. Therefore, multiple views from different directions are preferred in order to eliminate the occlusion. We propose a 3D path planning method for multirotor UAVs aiming at capturing images for complete and precise photogrammetric 3D reconstructions. This method takes the coarse model from an initial flight as prior knowledge and estimates its completeness and precision. New imaging positions are then planned taking photogrammetric constraints into account. The real-world experiment on a ship lock shows that the proposed method can acquire a more complete result with similar precision compared with an existing 3D planning method.
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Zusammenfassung
This study investigated the potential of applying statistical analysis tests, for example, two sample Z-test and the Factor Analysis (FA) tool, on the TerraSAR-X backscattering coefficient, for distinguishing between different types of forests and detecting changes in distribution and extent of them. Two sample Z-test is an inferential statistical test that determines whether there is a statistically significant difference between the means in the data from two independent groups. FA is a multivariate analysis that can examine the structure or relationship between variables. Twelve pilot plots for forests of 17 ha were surveyed in a water protection catchment near Hanover, Germany. The forest types were deciduous, coniferous, and mixed. In order to sustain groundwater quality, deciduous trees were planted over a period of several years to gradually replace the coniferous trees in the catchment area. Regular forest observations were required to ensure that the percentages of deciduous and mixed forests in this catchment area were increasing relative to coniferous forests. Fourteen dual-co-polarized TerraSAR-X (HH/VV) images were used to monitor the forests in the period from March 2008 to January 2009. The values of the backscattering coefficient (σ0) for the test plots were statistically analyzed using the two sample Z-test and the Factor Analysis tools. The study showed that Factor analysis tools succeeded in differentiating between the coniferous forest and both the deciduous forest and the mixed forest, but failed to discriminate between the deciduous and the mixed forest. Only one factor was extracted for each sample plot of the coniferous forest with approximately equal loadings during the whole acquisition period from March 2008 to January 2009. However, two factors were extracted for each deciduous or mixed forest sample plot, where one factor had high loadings during the leaf-on period from May to October, and the other one had high loadings during the leaf-off period from November to April. Furthermore, the research revealed that the two sample Z-test differentiated the deciduous and mixed forests from the coniferous forest, and discriminated between deciduous forest and mixed forest. Statistically significant differences were observed between the mean backscatter values of the HH-polarized acquisitions for the deciduous forest and the mixed forest during the leaf-off period from November to April, but no statistically significant difference was found during the leaf-on period from May to October. Moreover, plot samples for the deciduous forest had slightly higher mean backscattering coefficients than those for the mixed forest during the leaf-off period. Applying the Factor Analysis and the two sample Z-test on the backscattering coefficient of multi-temporal TerraSAR-X data facilitates distinction of forest types, tracks changes in forest patterns, and estimates the extent of environmental disasters in forest regions. This accomplishes sustainable forest management, which can play an important role not only in preserving groundwater quality but also in achieving climate change adaptation goals.
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Zusammenfassung
Im Sommer 2017 fand eine Messkampagne im Tiroler Stubaital statt mit dem Ziel, verschiedene moderne Methoden der Gewässervermessung in Hinblick auf deren Anwendbarkeit im hochalpinen Bereich zu überprüfen, zu kombinieren und im Überlappungsbereich zu vergleichen. Die dabei verwendeten Messmethoden waren ein hochauflösendes Fächerecholot, Mehrmedienphotogrammetrie und bathymetrisches Flugzeuglaserscanning. Als Untersuchungsgebiet wurden zwei Seen in einer sehr exponierten Lage der Stubaier Alpen ausgewählt, der Grünausee (2328 müA) und die Blaue Lacke (2289 müA) im Bereich der Sulzenauhütte.
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  abstract = {Im Sommer 2017 fand eine Messkampagne im Tiroler Stubaital statt mit dem Ziel, verschiedene moderne Methoden der Gewässervermessung in Hinblick auf deren Anwendbarkeit im hochalpinen Bereich zu überprüfen, zu kombinieren und im Überlappungsbereich zu vergleichen. Die dabei verwendeten Messmethoden waren ein hochauflösendes Fächerecholot, Mehrmedienphotogrammetrie und bathymetrisches Flugzeuglaserscanning. Als Untersuchungsgebiet wurden zwei Seen in einer sehr exponierten Lage der Stubaier Alpen ausgewählt, der Grünausee (2328 müA) und die Blaue Lacke (2289 müA) im Bereich der Sulzenauhütte. },
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Zusammenfassung
Die erreichbare Genauigkeit bei der Erfassung raumbezogener Daten durch Methoden der Photogrammetrie sowie des Airborne Laserscannings (ALS) von Unmanned-Aerial-Vehicles (UAVs) ermöglicht mittlerweile auch Anwendungen wie das Monitoring von Bauwerksdeformationen oder Bodensenkungen. Unerlässliche Voraussetzung hierfür ist die Identifizierung und Elimination zeitlich veränderlicher Bereiche wie Vegetation aus den erfassten Punktwolken, um die Bestimmung der Deformationen auf sinnvolle Bereiche zu fokussieren. Für eine dementsprechend erforderliche Klassifikation werden sowohl geeignete geometrische Merkmale aus einer LiDAR- bzw. Multi-View-Stereo (MVS)-Punktwolke als auch radiometrische Merkmale aus den zugehörigen Bilddaten abgeleitet. Diese werden anschließend neben dem klassischen Random-Forest-Klassifikator (RF) auch vergleichend einem auf Merkmalen basierenden Multi-Branch 1D-Convolutional Neural Network (CNN) dargeboten.
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Zusammenfassung
Single photon sensitive LiDAR sensors are currently competing with conventional multi-photon laser scanning systems. The advantage of the prior is the potentially higher area coverage performance, which comes at the price of an increased outlier rate and a lower ranging accuracy. In this contribution, the principles of both technologies are reviewed with special emphasis on their respective properties. In addition, a comparison of Single Photon LiDAR (SPL) and FullWaveform LiDAR data acquired in July and September 2018 in the City of Vienna are presented. From data analysis we concluded that (i) less flight strips are needed to cover the same area with comparable point density with SPL, (ii) the sharpness of the resulting 3D point cloud is higher for the waveform LiDAR dataset, (iii) SPL exhibits moderate vegetation penetration under leaf-on conditions, and (iv) the dispersion of the SPL point cloud assessed in smooth horizontal surface parts competes with waveform LiDAR but is higher by a factor of 2–3 for inclined and grassy surfaces, respectively. Still, SPL yielded satisfactory precision measures mostly below 10 cm.
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Zusammenfassung
The introduction of Dense Image Matching (DIM) has reactivated the interest in photogrammetric surface mapping, as it allows the derivation of Digital Elevation Models with a spatial resolution in the range of the ground sampling distance of the aerial images. While the primary field
of application is wide-area mapping of topography and urban scenes, charting bathymetry of clear and shallow water areas is equally feasible via application of multimedia photogrammetry. The article specifically investigates the potential of through-water DIM for high resolution mapping of
generally low textured shallow water areas using modern techniques like semiglobal matching and off-the-shelf software. In a case study, the DIM-derived underwater surfaces of coastal and inland water bodies are compared to concurrently acquired laser bathymetry data. With an achieved penetration
depth of more than 5 m and deviations in the dm-range compared to the laser data as reference, the results confirm the general feasibility of through-water DIM. However, sufficient bottom texture and favorable environmental conditions are a precondition for achieving accurate results.
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Zusammenfassung
Single photon sensitive airborne Light Detection And Ranging (LiDAR) enables a higher area performance at the price of an increased outlier rate and a lower ranging accuracy compared to conventional Multi-Photon LiDAR. Single Photon LiDAR, in particular, uses green laser light potentially capable of penetrating clear shallow water. The technology is designed for large-area topographic mapping, which also includes the water surface. While the penetration capabilities of green lasers generally lead to underestimation of the water level heights, we specifically focus on the questions of whether Single Photon LiDAR (i) is less affected in this respect due to the high receiver sensitivity, and (ii) consequently delivers sufficient water surface echoes for precise high-resolution water surface reconstruction. After a review of the underlying sensor technology and the interaction of green laser light with water, we address the topic by comparing the surface responses of actual Single Photon LiDAR and Multi-Photon Topo-Bathymetric LiDAR datasets for selected horizontal water surfaces. The anticipated superiority of Single Photon LiDAR could not be verified in this study. While the mean deviations from a reference water level are less than 5 cm for surface models with a cell size of 10 m, systematic water level underestimation of 5&ndash;20 cm was observed for high-resolution Single Photon LiDAR based water surface models with cell sizes of 1&ndash;5 m. Theoretical photon counts obtained from simulations based on the laser-radar equation support the experimental data evaluation results and furthermore confirm the feasibility of Single Photon LiDAR based high-resolution water surface mapping when adopting specifically tailored flight mission parameters.
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  abstract = {Single photon sensitive airborne Light Detection And Ranging (LiDAR) enables a higher area performance at the price of an increased outlier rate and a lower ranging accuracy compared to conventional Multi-Photon LiDAR. Single Photon LiDAR, in particular, uses green laser light potentially capable of penetrating clear shallow water. The technology is designed for large-area topographic mapping, which also includes the water surface. While the penetration capabilities of green lasers generally lead to underestimation of the water level heights, we specifically focus on the questions of whether Single Photon LiDAR (i) is less affected in this respect due to the high receiver sensitivity, and (ii) consequently delivers sufficient water surface echoes for precise high-resolution water surface reconstruction. After a review of the underlying sensor technology and the interaction of green laser light with water, we address the topic by comparing the surface responses of actual Single Photon LiDAR and Multi-Photon Topo-Bathymetric LiDAR datasets for selected horizontal water surfaces. The anticipated superiority of Single Photon LiDAR could not be verified in this study. While the mean deviations from a reference water level are less than 5 cm for surface models with a cell size of 10 m, systematic water level underestimation of 5&ndash;20 cm was observed for high-resolution Single Photon LiDAR based water surface models with cell sizes of 1&ndash;5 m. Theoretical photon counts obtained from simulations based on the laser-radar equation support the experimental data evaluation results and furthermore confirm the feasibility of Single Photon LiDAR based high-resolution water surface mapping when adopting specifically tailored flight mission parameters.},
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Zusammenfassung
In diesem Beitrag werden die Grundlagen von Single Photon LiDAR (SPL) erläutert und die technologischen Unterschiede zu konventionellem Laserscanning aufgezeigt. Anhand der 3D Punktwolken zweier Messkampagnen, die im Juli bzw. September 2018 in Wien unabhängig mit beiden Sensorsystemen erfasst wurden, werden erste Evaluierungsergebnisse präsentiert. Es zeigt sich, dass die Höhengenauigkeit bei SPL etwa um einen Faktor 2 geringer ist als bei konventionellem Laserscanning. Die planimetrische Genauigkeit, welche
wesentlich von der Größe des Laserabtastflecks abhängt, ist beim SPL wegen der geringen Strahldivergenz (0.08 mrad) selbst bei höherer Flughöhe (4.000 m) nur unwesentlich größer als bei typischen Erfassungen mit konventionellen ALS Systemen. Die große Messdistanz erfordert allerdings eine hoch-genaue IMU. Eine Überlegenheit von SPL gegenüber konventionellen Systemen besteht bei der Flächenleistung in Folge der simultanen Messung von 100 Teilstrahlen, der daraus resultierenden hohen Messrate (6 MHz) und der großen Flugstreifenbreite (>2.000m).
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  author = {Mandlburger, Gottfried and Lehner, Hubert},
  editor = {Kersten, Thomas P.},
  issn = {0942-2870},
  journal = {Tagungsband der DGPF: Dreiländertagung der OVG, DGPF und SGPF - Photogrammetrie - Fernerkundung - Geoinformation - 2019, 39. Jahrestagung in Wien 2019},
  pages = {443-457},
  title = {Single Photon LiDAR – Grundlagen und erste Evaluierungsergebnisse},
  url = {https://www.dgpf.de/src/tagung/jt2019/proceedings/proceedings/papers/78_3LT2019_Mandlburger_Lehner.pdf},
  volume = 28,
  year = 2019
}

	  Mulsow, C., Mandlburger, G., Ressl, C., & Maas, H.-G. (2019). Vergleich von Bathymetriedaten aus luftgestützter Laserscanner- und Kameraerfassung. Tagungsband der DGPF: Dreiländertagung der OVG, DGPF und SGPF - Photogrammetrie - Fernerkundung - Geoinformation - 2019, 39. Jahrestagung in Wien 2019, 28, 318–333. https://www.dgpf.de/src/tagung/jt2019/proceedings/proceedings/papers/64_3LT2019_Mulsow_et_al.pdf


	Zusammenfassung
	BibTeX


Zusammenfassung
In diesem Beitrag werden die Verfahren Laserbathymetrie und Photogrammetrie für die Erfassung von Gewässerböden verglichen. Anhand eines kombinierten Laserscanner- und Bilddatensatzes des Autobahnsees in Bayern werden beide Verfahren ergebnismäßig einander gegenübergestellt sowie Vor- und Nachteile angeführt. Ein besonderer Fokus liegt dabei auf der Güte der Geländemodelle sowie der Vollständigkeit und räumlichen Auflösung. Praktische Aspekte bei der Auswertung sowie die Komplexität der jeweiligen Verfahren werden vergleichend betrachtet.
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Zusammenfassung
Semantic segmentation of point clouds is one of the main steps in automated processing of data from Airborne Laser Scanning (ALS). Established methods usually require expensive calculation of handcrafted, point-wise features. In contrast, Convolutional Neural Networks (CNNs) have been established as powerful classifiers, which at the same time also learn a set of features by themselves. However, their application to ALS data is not trivial. Pure 3D CNNs require a lot of memory and computing time, therefore most related approaches project ALS point clouds into two-dimensional images. Sparse Submanifold Convolutional Networks (SSCNs) address this issue by exploiting the sparsity often inherent in 3D data. In this work, we propose the application of SSCNs for efficient semantic segmentation of voxelized ALS point clouds in an end-to-end encoder-decoder architecture. We evaluate this method on the ISPRS Vaihingen 3D Semantic Labeling benchmark and achieve state-of-the-art 85.0% overall accuracy. Furthermore, we demonstrate its capabilities regarding large-scale ALS data by classifying a 2.5 km2 subset containing 41 M points from the Actueel Hoogtebestand Nederland (AHN3) with 95% overall accuracy in just 48 s inference time or with 96% in 108 s.
BibTeX
@article{isprs-annals-IV-2-W5-77-2019,
  abstract = {Semantic segmentation of point clouds is one of the main steps in automated processing of data from Airborne Laser Scanning (ALS). Established methods usually require expensive calculation of handcrafted, point-wise features. In contrast, Convolutional Neural Networks (CNNs) have been established as powerful classifiers, which at the same time also learn a set of features by themselves. However, their application to ALS data is not trivial. Pure 3D CNNs require a lot of memory and computing time, therefore most related approaches project ALS point clouds into two-dimensional images. Sparse Submanifold Convolutional Networks (SSCNs) address this issue by exploiting the sparsity often inherent in 3D data. In this work, we propose the application of SSCNs for efficient semantic segmentation of voxelized ALS point clouds in an end-to-end encoder-decoder architecture. We evaluate this method on the ISPRS Vaihingen 3D Semantic Labeling benchmark and achieve state-of-the-art 85.0% overall accuracy. Furthermore, we demonstrate its capabilities regarding large-scale ALS data by classifying a 2.5 km2 subset containing 41 M points from the Actueel Hoogtebestand Nederland (AHN3) with 95% overall accuracy in just 48 s inference time or with 96% in 108 s.},
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Zusammenfassung
Die Klassifizierung von Punktwolken aus Airborne Laser Scanning (ALS) ist eine der Hauptkomponenten in deren Verarbeitung. Etablierte Methoden beruhen auf der aufwendigen Berechnung von punktweisen Merkmalen. Convolutional Neural Networks (CNNs) haben sich als mächtige Klassifikatoren etabliert, die zugleich auch die optimalen Merkmale selbstständig erlernen. Ihre Anwendung auf ALS-Daten ist jedoch nicht trivial und basiert bisher meist auf der Projektion der Punktwolke in zweidimensionale Abbildungen. Reine 3D-CNNs benötigen sehr viel Speicher und Rechenzeit. Wir verwenden daher Sparse Submanifold Convolutional Networks (SSCNs) für eine effiziente semantische Segmentierung von Voxelwolken in einer Ende-zu-Ende Encoder-Decoder-Architektur. Wir demonstrieren das Verfahren auf dem ISPRS Vaihingen 3D Semantic Labeling Benchmark und erreichen bis zu 85,0% Gesamtgenauigkeit bei zugleich geringen Inferenzzeiten von nur wenigen Sekunden.
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Zusammenfassung
We propose a feature-based approach for semantic mesh segmentation in an urban scenario using real-world training data. There are only few works that deal with semantic interpretation of urban triangle meshes so far. Most 3D classifications operate on point clouds. However, we claim that point clouds are an intermediate product in the photogrammetric pipeline. For this reason, we explore the capabilities of a Convolutional Neural Network (CNN) based approach to semantically enrich textured urban triangle meshes as generated from LiDAR or Multi-View Stereo (MVS). For each face within a mesh, a feature vector is computed and fed into a multi-branch 1D CNN. Ordinarily, CNNs are an end-to-end learning approach operating on regularly structured input data. Meshes, however, are not regularly structured. By calculating feature vectors, we enable the CNN to process mesh data. By these means, we combine explicit feature calculation and feature learning (hybrid model). Our model achieves close to 80% Overall Accuracy (OA) on dedicated test meshes. Additionally, we compare our results with a default Random Forest (RF) classifier that performs slightly worse. In addition to slightly better performance, the 1D CNN trains faster and is faster at inference.
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Zusammenfassung
The use of deep neural networks, i.e. neural networks with multiple layers, has significantly improved the accuracy of classification and regression tasks in many disciplines, including computer vision. Here, especially convolutional neural networks (CNNs) that are able to extract features representing local neighborhoods in 2D images are employed. The direct transfer of this approach to 3D point cloud data requires a rasterization and manual selection of attributes that are represented in the raster.
We present a neural network based on PointNet by QI et al. (2017a) that instead directly uses 3D point clouds, along with any attributes attached to the points, as input, considering neighborhoods of points. On the ISPRS 3D Semantic Labeling Benchmark Vaihingen, we achieve an overall accuracy of 80.6 %. On the airborne laser scanning point cloud of the Federal State of Vorarlberg, Austria, we achieve accuracies in urban areas of up to 95.8 %, observing a strong correlation with land cover. Hence, we conclude that our approach learns a representation of neighborhood mostly equivalent to the current manual selection process, with the option of further improvement by use of additional data such as echo width or RGB information.
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We present a neural network based on PointNet by QI et al. (2017a) that instead directly uses 3D point clouds, along with any attributes attached to the points, as input, considering neighborhoods of points. On the ISPRS 3D Semantic Labeling Benchmark Vaihingen, we achieve an overall accuracy of 80.6 %. On the airborne laser scanning point cloud of the Federal State of Vorarlberg, Austria, we achieve accuracies in urban areas of up to 95.8 %, observing a strong correlation with land cover. Hence, we conclude that our approach learns a representation of neighborhood mostly equivalent to the current manual selection process, with the option of further improvement by use of additional data such as echo width or RGB information. },
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Zusammenfassung
Deep learning, referring to artificial neural networks with multiple layers, is widely used for classification tasks in many disciplines including computer vision. The most popular type is the Convolutional Neural Network (CNN), commonly applied to 2D image data. However, CNNs are difficult to adapt to irregular data like point clouds. PointNet, on the other hand, has enabled the derivation of features based on the geometric distribution of a set of points in nD-space utilising a neural network. We use PointNet on multiple scales to automatically learn a representation of local neighbourhoods in an end-to-end fashion, which is optimised for semantic labelling on 3D point clouds acquired by Airborne Laser Scanning (ALS). The results are comparable to those using manually crafted features, suggesting a successful representation of these neighbourhoods. On the ISPRS 3D Semantic Labelling benchmark, we achieve 80.6% overall accuracy, a mid-field result. Investigation on a bigger dataset, namely the 2011 ALS point cloud of the federal state of Vorarlberg, shows overall accuracies of up to 95.8% over large-scale built-up areas. Lower accuracy is achieved for the separation of low vegetation and ground points, presumably because of invalid assumptions about the distribution of classes in space, especially in high alpine regions. We conclude that the method of the end-to-end system, allowing training on a big variety of classification problems without the need for expert knowledge about neighbourhood features can also successfully be applied to single-point-based classification of ALS point clouds.
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Zusammenfassung
Nowadays monitoring of mining areas, e.g., regarding dam stability, has become increasingly important with rising awareness of safety and environmental protection. An appropriate monitoring scheme is necessitated to legally activate, reactivate, or terminate mining operations. Usually such monitoring relies on in situ surveys, which are unrealistic to cover an extensive mining area. Alternatively, remote sensing based on spaceborne data offers efficient and cost-effective solutions for regular surveillance of large areas. Spaceborne SAR sensors provide images captured rapidly over vast areas at fine spatiotemporal resolution. These sensors are characterized by weather independent and day-and-night vision, which guarantees intensive image series without cloud occlusion. Using multi-temporal SAR images, advanced DInSAR such as PSI and SBAS is a mature technique to evaluate surface deformation at best millimetre level. This technique has been commercialized as a standard service in many Geoinformation companies. Nevertheless, experts from other fields like mining engineers often doubt the information about movement derived from DInSAR. Our duty in industry is to solve these doubts and tailor our techniques for various applications. With the support of STINGS project, we have developed an initial prototype of our monitoring system. The final goal is to launch an interactive GIS-based platform as an early warning system to the public. In this paper, we demonstrate our initial test result using Sentinel-1 images at a mining site in Chile. We also propose the strategies to solve the problems in real applications and discuss how to improve the overall quality.
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  abstract = {Nowadays monitoring of mining areas, e.g., regarding dam stability, has become increasingly important with rising awareness of safety and environmental protection. An appropriate monitoring scheme is necessitated to legally activate, reactivate, or terminate mining operations. Usually such monitoring relies on in situ surveys, which are unrealistic to cover an extensive mining area. Alternatively, remote sensing based on spaceborne data offers efficient and cost-effective solutions for regular surveillance of large areas. Spaceborne SAR sensors provide images captured rapidly over vast areas at fine spatiotemporal resolution. These sensors are characterized by weather independent and day-and-night vision, which guarantees intensive image series without cloud occlusion. Using multi-temporal SAR images, advanced DInSAR such as PSI and SBAS is a mature technique to evaluate surface deformation at best millimetre level. This technique has been commercialized as a standard service in many Geoinformation companies. Nevertheless, experts from other fields like mining engineers often doubt the information about movement derived from DInSAR. Our duty in industry is to solve these doubts and tailor our techniques for various applications. With the support of STINGS project, we have developed an initial prototype of our monitoring system. The final goal is to launch an interactive GIS-based platform as an early warning system to the public. In this paper, we demonstrate our initial test result using Sentinel-1 images at a mining site in Chile. We also propose the strategies to solve the problems in real applications and discuss how to improve the overall quality.},
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Zusammenfassung
Persistent scatterer interferometry (PSI) detects and analyses strong, stable, and coherent radar signals throughout a time series of SAR images. Such coherent signals are reflected from corner-reflector-like substructures in built-up cities, which are regarded as so-called PS points. Certain PS properties such as deformation velocity and topography height can be derived for scene monitoring. Previously, we introduced a PSI-based change detection to detect disappearing and emerging PS points along with their occurrence times. Such temporary PS points existing only during a certain period correspond to change events, e.g., mostly constructions in cities. The tests using TerraSAR-X images successfully identified where and when the construction events in Berlin took place in 2013. The results were compared and all agreed with the ground truth. In this study, we evaluate our method more deeply. A simulation test is conducted to evaluate the theoretical accuracy in space and time. We also compare our method with two classical approaches: image rationing and amplitude-based semi-PS detection. The computational requirements are revealed afterwards. Finally, potential applications are proposed and discussed. All of these works help us to better characterize our technique and learn the pros and cons.
BibTeX
@article{isprs-archives-XLII-2-W13-1959-2019,
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Zusammenfassung
Recently, point clouds have been efficiently utilized for medical imaging, modeling urban environments, and indoor modeling. In this realm, several mobile platforms, such as Google Tango and Apple ARKit, have been released leveraging 3D mapping, augmented reality, etc. In modeling applications, these modern mobile devices opened the door for crowd-sourcing point clouds to distribute the overhead of data collection. However, uploading these large points clouds from resources-constrained mobile devices to the back-end servers consumes excessive energy. Accordingly, participation rates in such crowd-sensing systems can be negatively influenced. To tackle this challenge, this paper introduces our ComNSense approach that dramatically reduces the energy consumption of processing and uploading point clouds. To this end, ComNSense reports only a set of extracted geometrical data to the servers. To optimize the geometry extraction, ComNSense leverages formal grammars which encode design-time knowledge, i.e. structural information. To demonstrate the effectiveness of ComNSense, we performed several experiments of collecting point clouds from two different buildings to extract the walls location, as a case study. We also assess the performance of ComNSense relative to a grammar-free method. The results showed a significant reduction of the energy consumption while achieving a comparable detection accuracy.
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Zusammenfassung
The rapid progression in digitalization in the construction industry and in facility management creates an enormous demand for the efficient and accurate reality capturing of indoor spaces. Cloud-based services based on georeferenced metric 3D imagery are already extensively used for infrastructure management in outdoor environments. The goal of our research is to enable such services for indoor applications as well. For this purpose, we designed a portable mobile mapping research platform with a strong focus on acquiring accurate 3D imagery. Our system consists of a multi-head panorama camera in combination with two multi-profile LiDAR scanners and a MEMS-based industrial grade IMU for LiDAR-based online and offline SLAM. Our modular implementation based on the Robot Operating System enables rapid adaptations of the sensor configuration and the acquisition software. The developed workflow provides for completely GNSS-independent data acquisition and camera pose estimation using LiDAR-based SLAM. Furthermore, we apply a novel image-based georeferencing approach for further improving camera poses. First performance evaluations show an improvement from LiDAR-based SLAM to image-based georeferencing by an order of magnitude: from 10–13 cm to 1.3–1.8 cm in absolute 3D point accuracy and from 8–12 cm to sub-centimeter in relative 3D point accuracy.
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  abstract = {The rapid progression in digitalization in the construction industry and in facility management creates an enormous demand for the efficient and accurate reality capturing of indoor spaces. Cloud-based services based on georeferenced metric 3D imagery are already extensively used for infrastructure management in outdoor environments. The goal of our research is to enable such services for indoor applications as well. For this purpose, we designed a portable mobile mapping research platform with a strong focus on acquiring accurate 3D imagery. Our system consists of a multi-head panorama camera in combination with two multi-profile LiDAR scanners and a MEMS-based industrial grade IMU for LiDAR-based online and offline SLAM. Our modular implementation based on the Robot Operating System enables rapid adaptations of the sensor configuration and the acquisition software. The developed workflow provides for completely GNSS-independent data acquisition and camera pose estimation using LiDAR-based SLAM. Furthermore, we apply a novel image-based georeferencing approach for further improving camera poses. First performance evaluations show an improvement from LiDAR-based SLAM to image-based georeferencing by an order of magnitude: from 10–13 cm to 1.3–1.8 cm in absolute 3D point accuracy and from 8–12 cm to sub-centimeter in relative 3D point accuracy.},
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Zusammenfassung
Image-based mobile mapping systems enable the efficient acquisition of georeferenced image sequences, which can later be exploited in cloud-based 3D geoinformation services. In order to provide a 360coverage with accurate 3D measuring capabilities, we present a novel 360°
panoramic stereo camera configuration. By using two 360panorama cameras tilted forward and backward in combination with conventional forward and backward looking stereo camera sytems, we achieve a full 360multi-stereo coverage. We furthermore developed a new mobile mapping system
based on our proposed approach, which is operational and fulfills our high accuracy requirements. We successfully implemented a rigorous sensor and system calibration procedure, which allows calibrating all stereo systems with a superior accuracy compared to that of previous work. Our study
delivered absolute 3D point accuracies in the range of 2 to 8 cm and relative accuracies of 3D distances in the range of 1 to 5 cm. We achieved these results in a challenging urban area. Furthermore, we automatically reconstructed a 3D city model of our study area by employing all captured
and georeferenced mobile mapping imagery. The result is a highly detailed and almost complete 3D city model of the street-level environment.
BibTeX
@article{Blaser:2018:0099-1112:347,
  abstract = {Image-based mobile mapping systems enable the efficient acquisition of georeferenced image sequences, which can later be exploited in cloud-based 3D geoinformation services. In order to provide a 360\textdegree coverage with accurate 3D measuring capabilities, we present a novel 360\textdegree
panoramic stereo camera configuration. By using two 360\textdegree panorama cameras tilted forward and backward in combination with conventional forward and backward looking stereo camera sytems, we achieve a full 360\textdegree multi-stereo coverage. We furthermore developed a new mobile mapping system
based on our proposed approach, which is operational and fulfills our high accuracy requirements. We successfully implemented a rigorous sensor and system calibration procedure, which allows calibrating all stereo systems with a superior accuracy compared to that of previous work. Our study
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Zusammenfassung
Urban environments with extended areas of poor GNSS coverage as well as indoor spaces that often rely on real-time SLAM algorithms for camera pose estimation require sophisticated georeferencing in order to fulfill our high requirements of a few centimeters for absolute 3D point measurement accuracies. Since we focus on image-based mobile mapping, we extended the structure-from-motion pipeline COLMAP with georeferencing capabilities by integrating exterior orientation parameters from direct sensor orientation or SLAM as well as ground control points into bundle adjustment. Furthermore, we exploit constraints for relative orientation parameters among all cameras in bundle adjustment, which leads to a significant robustness and accuracy increase especially by incorporating highly redundant multi-view image sequences. We evaluated our integrated georeferencing approach on two data sets, one captured outdoors by a vehicle-based multi-stereo mobile mapping system and the other captured indoors by a portable panoramic mobile mapping system. We obtained mean RMSE values for check point residuals between image-based georeferencing and tachymetry of 2 cm in an indoor area, and 3 cm in an urban environment where the measurement distances are a multiple compared to indoors. Moreover, in comparison to a solely image-based procedure, our integrated georeferencing approach showed a consistent accuracy increase by a factor of 2–3 at our outdoor test site. Due to pre-calibrated relative orientation parameters, images of all camera heads were oriented correctly in our challenging indoor environment. By performing self-calibration of relative orientation parameters among respective cameras of our vehicle-based mobile mapping system, remaining inaccuracies from suboptimal test field calibration were successfully compensated.
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Zusammenfassung
This paper presents a study on the potential of ultra-high accurate UAV-based 3D data capture. It is motivated by a project aiming at the deformation monitoring of a ship lock and its surrounding. This study is part of a research and development project initiated by the German Federal Institute of Hydrology (BfG) in Koblenz in partnership with the Office of Development of Neckar River Heidelberg (ANH). For this first official presentation of the project, data from the first flight campaign will be analysed and presented. Despite the fact that monitoring aspects cannot be discussed before data from additional flight campaigns will be available later this year, our results from the first campaign highlight the potential of high-end UAV-based image and LiDAR sensors and their data fusion. So far, only techniques from engineering geodesy could fulfil the aspired accuracy demands in the range of millimetres. To the knowledge of the authors, this paper for the first time addresses such ultra-high accuracy applications by combing high precision UAV-based LiDAR and dense image matching. As the paper is written at an early stage of processing only preliminary results can be given here.
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Zusammenfassung
Environment perception for autonomous driving is doomed by the trade-off between range-accuracy and resolution: current sensors that deliver very precise depth information are usually restricted to low resolution because of technology or cost limitations. In this work, we exploit depth information from an active gated imaging system based on cost-sensitive diode and CMOS technology. Learning a mapping between pixel intensities of three gated slices and depth produces a super-resolved depth map image with respectable relative accuracy of 5 % in between 25-80 m. By design, depth information is perfectly aligned with pixel intensity values.
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Zusammenfassung
Remote sensing (RS) image segmentation is an essential step in geographic object-based image analysis (GEOBIA) to ultimately derive “meaningful objects”. While many segmentation methods exist, most of them are not efficient for large data sets. Thus, the goal of this research is to develop an efficient parallel multi-scale segmentation method for RS imagery by combining graph theory and the fractal net evolution approach (FNEA). Specifically, a minimum spanning tree (MST) algorithm in graph theory is proposed to be combined with a minimum heterogeneity rule (MHR) algorithm that is used in FNEA. The MST algorithm is used for the initial segmentation while the MHR algorithm is used for object merging. An efficient implementation of the segmentation strategy is presented using data partition and the “reverse searching-forward processing” chain based on message passing interface (MPI) parallel technology. Segmentation results of the proposed method using images from multiple sensors (airborne, SPECIM AISA EAGLE II, WorldView-2, RADARSAT-2) and different selected landscapes (residential/industrial, residential/agriculture) covering four test sites indicated its efficiency in accuracy and speed. We conclude that the proposed method is applicable and efficient for the segmentation of a variety of RS imagery (airborne optical, satellite optical, SAR, high-spectral), while the accuracy is comparable with that of the FNEA method.
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  abstract = {Remote sensing (RS) image segmentation is an essential step in geographic object-based image analysis (GEOBIA) to ultimately derive “meaningful objects”. While many segmentation methods exist, most of them are not efficient for large data sets. Thus, the goal of this research is to develop an efficient parallel multi-scale segmentation method for RS imagery by combining graph theory and the fractal net evolution approach (FNEA). Specifically, a minimum spanning tree (MST) algorithm in graph theory is proposed to be combined with a minimum heterogeneity rule (MHR) algorithm that is used in FNEA. The MST algorithm is used for the initial segmentation while the MHR algorithm is used for object merging. An efficient implementation of the segmentation strategy is presented using data partition and the “reverse searching-forward processing” chain based on message passing interface (MPI) parallel technology. Segmentation results of the proposed method using images from multiple sensors (airborne, SPECIM AISA EAGLE II, WorldView-2, RADARSAT-2) and different selected landscapes (residential/industrial, residential/agriculture) covering four test sites indicated its efficiency in accuracy and speed. We conclude that the proposed method is applicable and efficient for the segmentation of a variety of RS imagery (airborne optical, satellite optical, SAR, high-spectral), while the accuracy is comparable with that of the FNEA method.},
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Zusammenfassung
Utilizing miniature multispectral (MS) or hyperspectral (HS) cameras by mounting them on an Unmanned Aerial System (UAS) has the benefits of convenience and flexibility to collect remote sensing imagery for precision agriculture, vegetation monitoring, and environment investigation applications. Most miniature MS cameras adopt a multi-lens structure to record discrete MS bands of visible and invisible information. The differences in lens distortion, mounting positions, and viewing angles among lenses mean that the acquired original MS images have significant band misregistration errors. We have developed a Robust and Adaptive Band-to-Band Image Transform (RABBIT) method for dealing with the band co-registration of various types of miniature multi-lens multispectral cameras (Mini-MSCs) to obtain band co-registered MS imagery for remote sensing applications. The RABBIT utilizes modified projective transformation (MPT) to transfer the multiple image geometry of a multi-lens imaging system to one sensor geometry, and combines this with a robust and adaptive correction (RAC) procedure to correct several systematic errors and to obtain sub-pixel accuracy. This study applies three state-of-the-art Mini-MSCs to evaluate the RABBIT method’s performance, specifically the Tetracam Miniature Multiple Camera Array (MiniMCA), Micasense RedEdge, and Parrot Sequoia. Six MS datasets acquired at different target distances and dates, and locations are also applied to prove its reliability and applicability. Results prove that RABBIT is feasible for different types of Mini-MSCs with accurate, robust, and rapid image processing efficiency.
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  abstract = {Utilizing miniature multispectral (MS) or hyperspectral (HS) cameras by mounting them on an Unmanned Aerial System (UAS) has the benefits of convenience and flexibility to collect remote sensing imagery for precision agriculture, vegetation monitoring, and environment investigation applications. Most miniature MS cameras adopt a multi-lens structure to record discrete MS bands of visible and invisible information. The differences in lens distortion, mounting positions, and viewing angles among lenses mean that the acquired original MS images have significant band misregistration errors. We have developed a Robust and Adaptive Band-to-Band Image Transform (RABBIT) method for dealing with the band co-registration of various types of miniature multi-lens multispectral cameras (Mini-MSCs) to obtain band co-registered MS imagery for remote sensing applications. The RABBIT utilizes modified projective transformation (MPT) to transfer the multiple image geometry of a multi-lens imaging system to one sensor geometry, and combines this with a robust and adaptive correction (RAC) procedure to correct several systematic errors and to obtain sub-pixel accuracy. This study applies three state-of-the-art Mini-MSCs to evaluate the RABBIT method’s performance, specifically the Tetracam Miniature Multiple Camera Array (MiniMCA), Micasense RedEdge, and Parrot Sequoia. Six MS datasets acquired at different target distances and dates, and locations are also applied to prove its reliability and applicability. Results prove that RABBIT is feasible for different types of Mini-MSCs with accurate, robust, and rapid image processing efficiency.},
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Zusammenfassung
ABSTRACTHigh food demand has led stakeholders to regularly monitor agricultural production to ensure food security and a balanced ecosystem. Agricultural areas undergo rapid changes throughout a growing season due to phenology. Crop mapping initiatives therefore require efficient and effective information gathering techniques. Remote sensing, specifically radar, offers an effective land-cover mapping platform compared to ground surveying methods. Radar is sensitive to crop physical structure and biomass/vegetation water content, i.e. dielectric property. We adopt and test the potential of the recent Sentinel 1 images for multitemporal crop classification due to its short revisit period and sufficient spatial resolution. The temporal resolution guarantees the highest temporal density of images that captures crop dynamics. However, this presents dimensionality problems in classification algorithms. Therefore, we chose dynamic conditional random fields (DCRFs) and tested their robustness in high-dimensional images constrained to few training data. DCRFs are designed to incorporate spatio-temporal phenological information inherent in images during crop classification. We compare the approach to single epoch classification. Our findings indicate that DCRFs improved crop mapping accuracy in all epochs. Nonetheless, most stakeholders require seasonal crop-type statistics. Hence, we use an ensemble classifier to produce an optimal map from posterior class probabilities estimated from the sequence of images. The ensemble outperforms the conventional approach of merging multitemporal images as composite bands for classification using Maximum Likelihood Classifier (MLC-stack) and mono-temporal conditional random fields. It still retains high accuracy compared to MLC-stack when subjected to high-dimensional images with fewer training data.
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  abstract = { ABSTRACTHigh food demand has led stakeholders to regularly monitor agricultural production to ensure food security and a balanced ecosystem. Agricultural areas undergo rapid changes throughout a growing season due to phenology. Crop mapping initiatives therefore require efficient and effective information gathering techniques. Remote sensing, specifically radar, offers an effective land-cover mapping platform compared to ground surveying methods. Radar is sensitive to crop physical structure and biomass/vegetation water content, i.e. dielectric property. We adopt and test the potential of the recent Sentinel 1 images for multitemporal crop classification due to its short revisit period and sufficient spatial resolution. The temporal resolution guarantees the highest temporal density of images that captures crop dynamics. However, this presents dimensionality problems in classification algorithms. Therefore, we chose dynamic conditional random fields (DCRFs) and tested their robustness in high-dimensional images constrained to few training data. DCRFs are designed to incorporate spatio-temporal phenological information inherent in images during crop classification. We compare the approach to single epoch classification. Our findings indicate that DCRFs improved crop mapping accuracy in all epochs. Nonetheless, most stakeholders require seasonal crop-type statistics. Hence, we use an ensemble classifier to produce an optimal map from posterior class probabilities estimated from the sequence of images. The ensemble outperforms the conventional approach of merging multitemporal images as composite bands for classification using Maximum Likelihood Classifier (MLC-stack) and mono-temporal conditional random fields. It still retains high accuracy compared to MLC-stack when subjected to high-dimensional images with fewer training data. },
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Zusammenfassung
Within this paper we propose an end-to-end approach for classifying terrestrial images of building facades into five different utility classes (commercial, hybrid, residential, specialUse, underConstruction) by using Convolutional Neural Networks (CNNs). For our examples we use images provided by Google Street View. These images are automatically linked to a coarse city model, including the outlines of the buildings as well as their respective use classes. By these means an extensive dataset is available for training and evaluation of our Deep Learning pipeline. The paper describes the implemented end-to-end approach for classifying street-level images of building facades and discusses our experiments with various CNNs. In addition to the classification results, so-called Class Activation Maps (CAMs) are evaluated. These maps give further insights into decisive facade parts that are learned as features during the training process. Furthermore, they can be used for the generation of abstract presentations which facilitate the comprehension of semantic image content. The abstract representations are a result of the stippling method, an importance-based image rendering.
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Zusammenfassung
In recent years, 3D models containing both geometric and semantic information have become of great public interest. The geometric information of 3D models can be provided by (a combination of) photogrammetric methods, laser scanning and traditional surveying. For providing the semantic information for 3D urban models in an automated way, we established an end-to-end approach for classifying images of building facades into five different utility classes (commercial, hybrid, residential, specialUse, under Construction) by using Convolutional Neural Networks (CNNs). We did several experiments on different data sets with various CNNs for evaluating the performance of this approach. Using Class Activation Maps (CAMs), we examined which features are learned during the training process in order to sort the facades into the considered classes.
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Zusammenfassung
Recently, convolutional neural networks (CNN) have been intensively investigated for the classification of remote sensing data by extracting invariant and abstract features suitable for classification. In this paper, a novel framework is proposed for the fusion of hyperspectral images and LiDAR-derived elevation data based on CNN and composite kernels. First, extinction profiles are applied to both data sources in order to extract spatial and elevation features from hyperspectral and LiDAR-derived data, respectively. Second, a three-stream CNN is designed to extract informative spectral, spatial, and elevation features individually from both available sources. The combination of extinction profiles and CNN features enables us to jointly benefit from low-level and high-level features to improve classification performance. To fuse the heterogeneous spectral, spatial, and elevation features extracted by CNN, instead of a simple stacking strategy, a multi-sensor composite kernels (MCK) scheme is designed. This scheme helps us to achieve higher spectral, spatial, and elevation separability of the extracted features and effectively perform multi-sensor data fusion in kernel space. In this context, a support vector machine and extreme learning machine with their composite kernels version are employed to produce the final classification result. The proposed framework is carried out on two widely used data sets with different characteristics: an urban data set captured over Houston, USA, and a rural data set captured over Trento, Italy. The proposed framework yields the highest OA of     92 . 57 %     and     97 . 91 %     for Houston and Trento data sets. Experimental results confirm that the proposed fusion framework can produce competitive results in both urban and rural areas in terms of classification accuracy, and significantly mitigate the salt and pepper noise in classification maps.
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  abstract = {Recently, convolutional neural networks (CNN) have been intensively investigated for the classification of remote sensing data by extracting invariant and abstract features suitable for classification. In this paper, a novel framework is proposed for the fusion of hyperspectral images and LiDAR-derived elevation data based on CNN and composite kernels. First, extinction profiles are applied to both data sources in order to extract spatial and elevation features from hyperspectral and LiDAR-derived data, respectively. Second, a three-stream CNN is designed to extract informative spectral, spatial, and elevation features individually from both available sources. The combination of extinction profiles and CNN features enables us to jointly benefit from low-level and high-level features to improve classification performance. To fuse the heterogeneous spectral, spatial, and elevation features extracted by CNN, instead of a simple stacking strategy, a multi-sensor composite kernels (MCK) scheme is designed. This scheme helps us to achieve higher spectral, spatial, and elevation separability of the extracted features and effectively perform multi-sensor data fusion in kernel space. In this context, a support vector machine and extreme learning machine with their composite kernels version are employed to produce the final classification result. The proposed framework is carried out on two widely used data sets with different characteristics: an urban data set captured over Houston, USA, and a rural data set captured over Trento, Italy. The proposed framework yields the highest OA of     92 . 57 %     and     97 . 91 %     for Houston and Trento data sets. Experimental results confirm that the proposed fusion framework can produce competitive results in both urban and rural areas in terms of classification accuracy, and significantly mitigate the salt and pepper noise in classification maps.},
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Zusammenfassung
Urban environments are regions in which spectral variability and spatial variability are extremely high, with a huge range of shapes and sizes, and they also demand high resolution images for applications involving their study. Due to the fact that these environments can grow even more over time, applications related to their monitoring tend to turn to autonomous intelligent systems, which together with remote sensing data could help or even predict daily life situations. The task of mapping cities by autonomous operators was usually carried out by aerial optical images due to its scale and resolution; however new scientific questions have arisen, and this has led research into a new era of highly-detailed data extraction. For many years, using artificial neural models to solve complex problems such as automatic image classification was commonplace, owing much of their popularity to their ability to adapt to complex situations without needing human intervention. In spite of that, their popularity declined in the mid-2000s, mostly due to the complex and time-consuming nature of their methods and workflows. However, newer neural network architectures have brought back the interest in their application for autonomous classifiers, especially for image classification purposes. Convolutional Neural Networks (CNN) have been a trend for pixel-wise image segmentation, showing flexibility when detecting and classifying any kind of object, even in situations where humans failed to perceive differences, such as in city scenarios. In this paper, we aim to explore and experiment with state-of-the-art technologies to semantically label 3D urban models over complex scenarios. To achieve these goals, we split the problem into two main processing lines: first, how to correctly label the fa&ccedil;ade features in the 2D domain, where a supervised CNN is used to segment ground-based fa&ccedil;ade images into six feature classes, roof, window, wall, door, balcony and shop; second, a Structure-from-Motion (SfM) and Multi-View-Stereo (MVS) workflow is used to extract the geometry of the fa&ccedil;ade, wherein the segmented images in the previous stage are then used to label the generated mesh by a &ldquo;reverse&rdquo; ray-tracing technique. This paper demonstrates that the proposed methodology is robust in complex scenarios. The fa&ccedil;ade feature inferences have reached up to 93% accuracy over most of the datasets used. Although it still presents some deficiencies in unknown architectural styles and needs some improvements to be made regarding 3D-labeling, we present a consistent and simple methodology to handle the problem.
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Zusammenfassung
In the last years, the tremendous progress in image processing and camera technology has reactivated the interest in photogrammetrybased surface mapping. With the advent of Dense Image Matching (DIM), the derivation of height values on a per-pixel basis became feasible, allowing the derivation of Digital Elevation Models (DEM) with a spatial resolution in the range of the ground sampling distance of the aerial images, which is often below 10 cm today. While mapping topography and vegetation constitutes the primary field of application for image based surface reconstruction, multi-spectral images also allow to see through the water surface to the bottom underneath provided sufficient water clarity. In this contribution, the feasibility of through-water dense image matching for mapping shallow water bathymetry using off-the-shelf software is evaluated. In a case study, the SURE software is applied to three different coastal and inland water bodies. After refraction correction, the DIM point clouds and the DEMs derived thereof are compared to concurrently acquired laser bathymetry data. The results confirm the general suitability of through-water dense image matching, but sufficient bottom texture and favorable environmental conditions (clear water, calm water surface) are a preconditions for achieving accurate results. Water depths of up to 5 m could be mapped with a mean deviation between laser and trough-water DIM in the dm-range. Image based water depth estimates, however, become unreliable in case of turbid or wavy water and poor bottom texture.
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Zusammenfassung
The recent advent of single photon sensitive airborne LiDAR (Light Detection And Ranging) sensors has enabled higher areal coverage performance at the price of an increased outlier rate and a lower ranging accuracy compared to conventional Multi-Photon LiDAR. Single Photon LiDAR, in particular, uses green laser light capable of penetrating clear shallow water. Although primarily designed for large area topographic mapping, the technique can also be used for mapping the water surface and shallow water bathymetry. In this contribution we investigate the capability of Single Photon LiDAR for large area mapping of water surface heights. While interface returns from conventional green-only bathymetric sensors generally suffer from water level underestimation due to the water penetration capabilities of green laser radiation, the specific questions are, if Single Photon LiDAR (i) is less affected by this well known effect due to the high receiver sensitivity and (ii) consequently delivers a higher number of water surface echoes. The topic is addressed empirically in a case study by comparing the water surface responses of Single Photon LiDAR (Navarra, Spain) and Multi-Photon Topo-Bathymetric LiDAR (Neubacher Au, Austria) for selected water bodies with a horizontal water surface (reservoirs, ponds). Although flown at different altitudes, both datasets are well comparable as they exhibit the same strip point density of ca. 14 points/m2. The expected superiority of Single Photon LiDAR over conventional green-only bathymetric LiDAR for mapping water surfaces could not be verified in this investigation. While both datasets show good agreement compared to a reference water level when aggregating points into cells of 10 × 10 m2 (mean deviations < 5 cm), higher resolution Single Photon LiDAR based water surface models (grid size 1–5 m) show a systematic water level underestimation of 5–20 cm. However, independently measured ground truth observations and simultaneous data acquisition of the same area with both techniques are necessary to verify the results.
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Zusammenfassung
In this contribution, we report on an experimental airborne data acquisition with two medium format cameras (Coastal Blue, RGB) and a topo-bathymetric laser scanner for capturing the bathymetry of a dozen of groundwater supplied lakes located near Augsburg, Germany. The specific research question was to investigate whether the use of high-resolution Coastal Blue imagery (λ = 400–460 nm) provides added value for mapping bathymetry and characterization of water bottom features. While data processing is still in progress, preliminary results indicate that the blue (λ = 420–500 nm) and green (λ = 490–570 nm) color channels of the RGB camera are better suited for estimating bathymetry, but the Coastal Blue channel adds an additional water penetrating band increasing the number of useful band combinations with a positive effect on the water bottom classification capabilities. Whereas Coastal Blue channels are rather used from satellite platforms (Landsat 8, WorldView-2) with spatial resolutions in the meter range, our experiment aims at using higher resolution Coastal Blue imagery with a ground sampling distance of around 5 cm enabling not only spectrally based shallow water depth mapping but also the application of multi-media photogrammetry in high spatial resolution. To the best of our knowledge the use of high-resolution Coastal Blue captured from airborne platforms is novel in the context of mapping shallow water bathymetry.
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Zusammenfassung
Digital airborne camera systems and their high geometric resolution demand for new algorithms and procedures of image data analysis and interpretation. Parameters describing image quality are necessary for various fields of application (e.g. sensor and mission design, sensor comparison, algorithm development, in-orbit-behaviour of instruments). The effective sensor resolution is one important parameter which comprehensively estimates the optical quality of a given imaging sensor-lens combination. Although determination of resolving power is a well-studied field of research, there are still some scientific questions to be answered when it comes to a standardized (eventually absolute) determination. This is also research object of a committee of the “German Institute for Standardization” and the given contribution outlines the current state of investigation concerning effective resolving power for airborne camera systems. Therefore an approach using signal processing techniques to calculate the effective image resolution will be described. The open scientific issues will be introduced, explained and answered to some extend.
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Zusammenfassung
The roughness spectrum (i.e., the power spectral density) is a derivative of digital terrain models (DTMs) that is used as a surface roughness descriptor in many geomorphological and physical models. Although light detection and ranging (LiDAR) has become one of the main data sources for DTM calculation, it is still unknown how roughness spectra are affected when calculated from different LiDAR point clouds, or when they are processed differently. In this paper, we used three different LiDAR point clouds of a 1 m × 10 m gravel plot to derive and analyze the roughness spectra from the interpolated DTMs. The LiDAR point clouds were acquired using terrestrial laser scanning (TLS), and laser scanning from both an unmanned aerial vehicle (ULS) and an airplane (ALS). The corresponding roughness spectra are derived first as ensemble averaged periodograms and then the spectral differences are analyzed with a dB threshold that is based on the 95% confidence intervals of the periodograms. The aim is to determine scales (spatial wavelengths) over which the analyzed spectra can be used interchangeably. The results show that one TLS scan can measure the roughness spectra for wavelengths larger than 1 cm (i.e., two times its footprint size) and up to 10 m, with spectral differences less than 0.65 dB. For the same dB threshold, the ULS and TLS spectra can be used interchangeably for wavelengths larger than about 1.2 dm (i.e., five times the ULS footprint size). However, the interpolation parameters should be optimized to make the ULS spectrum more accurate at wavelengths smaller than 1 m. The plot size was, however, too small to draw particular conclusions about ALS spectra. These results show that novel ULS data has a high potential to replace TLS for roughness spectrum calculation in many applications.
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  abstract = {The roughness spectrum (i.e., the power spectral density) is a derivative of digital terrain models (DTMs) that is used as a surface roughness descriptor in many geomorphological and physical models. Although light detection and ranging (LiDAR) has become one of the main data sources for DTM calculation, it is still unknown how roughness spectra are affected when calculated from different LiDAR point clouds, or when they are processed differently. In this paper, we used three different LiDAR point clouds of a 1 m × 10 m gravel plot to derive and analyze the roughness spectra from the interpolated DTMs. The LiDAR point clouds were acquired using terrestrial laser scanning (TLS), and laser scanning from both an unmanned aerial vehicle (ULS) and an airplane (ALS). The corresponding roughness spectra are derived first as ensemble averaged periodograms and then the spectral differences are analyzed with a dB threshold that is based on the 95% confidence intervals of the periodograms. The aim is to determine scales (spatial wavelengths) over which the analyzed spectra can be used interchangeably. The results show that one TLS scan can measure the roughness spectra for wavelengths larger than 1 cm (i.e., two times its footprint size) and up to 10 m, with spectral differences less than 0.65 dB. For the same dB threshold, the ULS and TLS spectra can be used interchangeably for wavelengths larger than about 1.2 dm (i.e., five times the ULS footprint size). However, the interpolation parameters should be optimized to make the ULS spectrum more accurate at wavelengths smaller than 1 m. The plot size was, however, too small to draw particular conclusions about ALS spectra. These results show that novel ULS data has a high potential to replace TLS for roughness spectrum calculation in many applications.},
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Zusammenfassung
In this paper, we present a method for visual localization and pose estimation based on 3D image spaces. The method works in indoor and outdoor environments and does not require the presence of control points or markers. The method is evaluated with different sensors in an outdoor and an indoor test field. The results of our research show the viability of single image localization with absolute position accuracies at the decimetre level for outdoor environments and 5 cm or better for indoor environments. However, the evaluation also revealed a number of limitations of single image visual localization in real-world environments. Some of them could be addressed by an alternative AR-based localization approach, which we also present and compare in this paper. We then discuss the strengths and weaknesses of the two approaches and show possibilities for combining them to obtain accurate and robust visual localization in an absolute coordinate frame.
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This work addresses the automatic reconstruction of objects useful for BIM, like walls, floors and ceilings, from meshed and textured mapped 3D point clouds of indoor scenes. For this reason, we focus on the semantic segmentation of 3D indoor meshes as the initial step for the automatic generation of BIM models. Our investigations are based on the benchmark dataset ScanNet, which aims at the interpretation of 3D indoor scenes. For this purpose it provides 3D meshed representations as collected from low cost range cameras. In our opinion such RGB-D data has a great potential for the automated reconstruction of BIM objects.
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Zusammenfassung
Convolutional neural networks, or CNNs, raised the bar for most computer vision problems and have an increasing impact in remote sensing. However, since they usually contain multiple pooling layers, detection of exact borders of small objects at their original resolution remains yet a challenging topic. Additionally, efforts are being made to reduce the amount of training data. In this paper, we investigate the potential of fully convolutional neural networks (FCNs) for individual vehicle detection in combined elevation and optical data using relatively few training samples. By the proposed multibranch CNN, we combine object recognition within a deep learning framework with the object segmentation at a high resolution, for which two CNN branches are employed. Data fusion is accomplished with a pseudo-Siamese approach. The pixelwise classification likelihood, also referred to as heatmap, is harmoniously postprocessed by a vectorization module, which is based on the minimum bounding rectangle (MBR) extraction and allows for delineation of groups of vehicles. Two methods were developed in which MBRs are supported either by pairs of parallel lines or by region growing. Our approach allows efficient training with few training samples, while delivering high-quality detection results and good computational performance. In our detailed evaluation, we investigate the benefits of data fusion and compare our approach to other state-of-the-art networks. Different datasets were used, containing optical images and elevation data, derived either from airborne laser scanning or from photogrammetric reconstruction. The obtained results are very promising with F 1 scores up to 97%.
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Zusammenfassung
In this paper, we present an approach for the integration of multiple collected (vector-)polygons that is computed in the raster domain. In a first step, all polygons are transferred to the raster domain with a vector/raster-conversion. The integration in the raster domain is a simple pixel-wise summation that is much simpler than comparable approaches in the vector domain. The results can be optimized with image processing operators. Finally, the integrated data are transferred back into the vector domain with a raster/vector-conversion. This approach can integrate not only 2 datasets but is also able to integrate n datasets without any modification. We will demonstrate this approach on data that was multiple collected in a student project and we will discuss how the integration results can be evaluated with quality measures.
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Zusammenfassung
In this paper, we discuss the potential and problems of paid crowd-based geospatial data collection. First, we present a web-based program for the crowd-based collection of geodata by paid crowdworkers that is implemented on the commercial platform microWorkers. We will discuss our implemented approach and show on data samples that in principle, it is possible to produce high-quality geospatial data sets with paid crowdsourcing. However, the problem is that geodata, which are collected by the crowd, can have limited and inhomogeneous quality. Even when experts collect geodata, one may yield incorrect objects, which we will demonstrate on examples. A possible approach to handle this problem is to collect the data not only once but also multiple times and to integrate the multiple representations into one common data set. We will analyze how the quality measures of such multiple representations are statistically distributed. Finally, we discuss how individual results as well as multiple collected data can be integrated into one common data set.
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Zusammenfassung
Image-based mobile mapping systems enable the efficient acquisition of georeferenced image sequences, which can later be exploited in cloud-based 3D geoinformation services. In order to provide a 360° coverage with accurate 3D measuring capabilities, we present a novel 360° stereo panoramic camera configuration. By using two 360° panorama cameras tilted forward and backward in combination with conventional forward and backward looking stereo camera systems, we achieve a full 360° multi-stereo coverage. We furthermore developed a fully operational new mobile mapping system based on our proposed approach, which fulfils our high accuracy requirements. We successfully implemented a rigorous sensor and system calibration procedure, which allows calibrating all stereo systems with a superior accuracy compared to that of previous work. Our study delivered absolute 3D point accuracies in the range of 4 to 6 cm and relative accuracies of 3D distances in the range of 1 to 3 cm. These results were achieved in a challenging urban area. Furthermore, we automatically reconstructed a 3D city model of our study area by employing all captured and georeferenced mobile mapping imagery. The result is a very high detailed and almost complete 3D city model of the street environment.
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Zusammenfassung
Global image orientation techniques aim at estimating camera rotations and positions for a whole set of images simultaneously. One of the main arguments for these procedures is an improved robustness against drifting of camera stations in comparison to more classical sequential approaches. Usually, the process consists of computation of absolute rotations and, in a second step, absolute positions for the cameras. Either the first or both steps rely on the network of transformations arising from relative orientations between cameras. Therefore, the quality of the obtained absolute results is influenced by tensions in the network. These may e.g. be induced by insufficient knowledge of the intrinsic camera parameters. Another reason can be found in local weaknesses of image connectivity. We apply a hierarchical approach with intermediate bundle adjustment to reduce these effects. We adopt efficient global techniques which register image triplets based on fixed absolute camera rotations and scaled relative camera translations but do not involve scene structure elements in the fusion step. Our variant employs submodels of arbitrary size, orientation and scale, by computing relative rotations and scales between - and subsequently absolute rotations and scales for - submodels and is applied hierarchically. Furthermore we substitute classical bundle adjustment by a structureless approach based on epipolar geometry and augmented with a scale consistency constraint.
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Zusammenfassung
Photogrammetric data capture of complex 3D objects using UAV imagery has become commonplace. Software tools based on algorithms like Structure-from-Motion and multi-view stereo image matching enable the fully automatic generation of densely meshed 3D point clouds. In contrast, the planning of a suitable image network usually requires considerable effort of a human expert, since this step directly influences the precision and completeness of the resulting point cloud. Planning of suitable camera stations can be rather complex, in particular for objects like buildings, bridges and monuments, which frequently feature strong depth variations to be acquired by high resolution images at a short distance. Within the paper, we present an automatic flight mission planning tool, which generates flight lines while aiming at camera configurations, which maintain a roughly constant object distance, provide sufficient image overlap and avoid unnecessary stations. Planning is based on a coarse Digital Surface Model and an approximate building outline. As a proof of concept, we use the tool within our research project MoVEQuaD, which aims at the reconstruction of building geometry at sub-centimetre accuracy.
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Zusammenfassung
Different UAV platforms and sensors are used in mapping already, many of them equipped with (sometimes) modified cameras as known from the consumer market. Even though these systems normally fulfil their requested mapping accuracy, the question arises, which system performs best? This asks for a benchmark, to check selected UAV based camera systems in well-defined, reproducible environments. Such benchmark is tried within this work here. Nine different cameras used on UAV platforms, representing typical camera classes, are considered. The focus is laid on the geometry here, which is tightly linked to the process of geometrical calibration of the system. In most applications the calibration is performed in-situ, i.e. calibration parameters are obtained as part of the project data itself. This is often motivated because consumer cameras do not keep constant geometry, thus, cannot be seen as metric cameras. Still, some of the commercial systems are quite stable over time, as it was proven from repeated (terrestrial) calibrations runs. Already (pre-)calibrated systems may offer advantages, especially when the block geometry of the project does not allow for a stable and sufficient in-situ calibration. Especially for such scenario close to metric UAV cameras may have advantages. Empirical airborne test flights in a calibration field have shown how block geometry influences the estimated calibration parameters and how consistent the parameters from lab calibration can be reproduced.
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Zusammenfassung
Durch die Digitalisierung der Photogrammetrie sind neue Auswertemethoden notwendig geworden, um das enorme Informationspotential der Bilder in allen Belangen auszuschöpfen. Dies erfordert auch ein Umdenken hinsichtlich der bisherigen Ansätze für die Erweiterung der Bündelblockausgleichung durch zusätzliche Parameter. Mittels exakt orientierten Bildern können dann die Methoden der dichten Bildzuordnung angewendet werden. Deren Punktwolken sind in 3D-CAD-Modelle zu überführen, die noch durch Bildtexturen angereichert werden können.
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Zusammenfassung
High resolution, optical satellite sensors are boosted to a new era in the last few years, because satellite stereo images at half meter or even 30cm resolution are available. Nowadays, high resolution satellite image data have been commonly used for Digital Surface Model (DSM) generation and 3D reconstruction. It is common that the Rational Polynomial Coefficients (RPCs) provided by the vendors have rough precision and there is no ground control information available to refine the RPCs. Therefore, we present two relative orientation methods by using corresponding image points only: the first method will use quasi ground control information, which is generated from the corresponding points and rough RPCs, for the bias-compensation model; the second method will estimate the relative pointing errors on the matching image and remove this error by an affine model. Both methods do not need ground control information and are applied for the entire image. To get very dense point clouds, the Semi-Global Matching (SGM) method is an efficient tool. However, before accomplishing the matching process the epipolar constraints are required. In most conditions, satellite images have very large dimensions, contrary to the epipolar geometry generation and image resampling, which is usually carried out in small tiles. This paper also presents a modified piecewise epipolar resampling method for the entire image without tiling. The quality of the proposed relative orientation and epipolar resampling method are evaluated, and finally sub-pixel accuracy has been achieved in our work.
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Zusammenfassung
Geographic Object-Based Image Analysis (GEOBIA) techniques have become increasingly popular in remote sensing. GEOBIA has been claimed to represent a paradigm shift in remote sensing interpretation. Still, GEOBIA—similar to other emerging paradigms—lacks formal expressions and objective modelling structures and in particular semantic classification methods using ontologies. This study has put forward an object-based semantic classification method for high resolution satellite imagery using an ontology that aims to fully exploit the advantages of ontology to GEOBIA. A three-step workflow has been introduced: ontology modelling, initial classification based on a data-driven machine learning method, and semantic classification based on knowledge-driven semantic rules. The classification part is based on data-driven machine learning, segmentation, feature selection, sample collection and an initial classification. Then, image objects are re-classified based on the ontological model whereby the semantic relations are expressed in the formal languages OWL and SWRL. The results show that the method with ontology—as compared to the decision tree classification without using the ontology—yielded minor statistical improvements in terms of accuracy for this particular image. However, this framework enhances existing GEOBIA methodologies: ontologies express and organize the whole structure of GEOBIA and allow establishing relations, particularly spatially explicit relations between objects as well as multi-scale/hierarchical relations.
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  abstract = {Geographic Object-Based Image Analysis (GEOBIA) techniques have become increasingly popular in remote sensing. GEOBIA has been claimed to represent a paradigm shift in remote sensing interpretation. Still, GEOBIA—similar to other emerging paradigms—lacks formal expressions and objective modelling structures and in particular semantic classification methods using ontologies. This study has put forward an object-based semantic classification method for high resolution satellite imagery using an ontology that aims to fully exploit the advantages of ontology to GEOBIA. A three-step workflow has been introduced: ontology modelling, initial classification based on a data-driven machine learning method, and semantic classification based on knowledge-driven semantic rules. The classification part is based on data-driven machine learning, segmentation, feature selection, sample collection and an initial classification. Then, image objects are re-classified based on the ontological model whereby the semantic relations are expressed in the formal languages OWL and SWRL. The results show that the method with ontology—as compared to the decision tree classification without using the ontology—yielded minor statistical improvements in terms of accuracy for this particular image. However, this framework enhances existing GEOBIA methodologies: ontologies express and organize the whole structure of GEOBIA and allow establishing relations, particularly spatially explicit relations between objects as well as multi-scale/hierarchical relations.},
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Zusammenfassung
The multi-lens multispectral cameras (MSCs), such as Micasense Rededge and Parrot Sequoia, can record multispectral information by each separated lenses. With their lightweight and small size, which making they are more suitable for mounting on an Unmanned Aerial System (UAS) to collect high spatial images for vegetation investigation. However, due to the multi-sensor geometry of multi-lens structure induces significant band misregistration effects in original image, performing band co-registration is necessary in order to obtain accurate spectral information. A robust and adaptive band-to-band image transform (RABBIT) is proposed to perform band co-registration of multi-lens MSCs. First is to obtain the camera rig information from camera system calibration, and utilizes the calibrated results for performing image transformation and lens distortion correction. Since the calibration uncertainty leads to different amount of systematic errors, the last step is to optimize the results in order to acquire a better co-registration accuracy. Due to the potential issues of parallax that will cause significant band misregistration effects when images are closer to the targets, four datasets thus acquired from Rededge and Sequoia were applied to evaluate the performance of RABBIT, including aerial and close-range imagery. From the results of aerial images, it shows that RABBIT can achieve sub-pixel accuracy level that is suitable for the band co-registration purpose of any multi-lens MSC. In addition, the results of close-range images also has same performance, if we focus on the band co-registration on specific target for 3D modelling, or when the target has equal distance to the camera.
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Zusammenfassung
The rising food demand requires regular agriculture land-cover updates to support food security initiatives. Agricultural areas undergo dynamic changes throughout the year, which manifest varying radar backscatter due to crop phenology. Certain crops can show similar backscatter if their phenology intersects, but vary later when their phenology differs. Hence, classification techniques based on single-date remote sensing images may not offer optimal results for crops with similar phenology. Moreover, methods that stack images within a cropping season as composite bands for classification limit discrimination to one feature space vector, which can suffer from overlapping classes. Nonetheless, phenology can aid classification of crops, because their backscatter varies with time. This paper fills this gap by introducing a crop sequence-based ensemble classification method where expert knowledge and TerraSAR-X multitemporal image-based phenological information are explored. We designed first-order and higher order dynamic conditional random fields (DCRFs) including an ensemble technique. The DCRF models have a duplicated structure of temporally connected CRFs, which encode image-based phenology and expert-based phenology knowledge during classification. On the other hand, our ensemble generates an optimal map based on class posterior probabilities estimated by DCRFs. These techniques improved crop delineation at each epoch, with higher order DCRFs (HDCRFs) giving the best accuracy. The ensemble method was evaluated against the conventional technique of stacking multitemporal images as composite bands for classification using maximum likelihood classifier (MLC) and CRFs. It surpassed MLC and CRFs based on class posterior probabilities estimated by both first-order DCRFs and HDCRFs.
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Zusammenfassung
In airborne laser bathymetry knowledge of exact water level heights is a precondition for applying run-time and refraction correction of the raw laser beam travel path in the medium water. However, due to specular reflection especially at very smooth water surfaces often no echoes from the water surface itself are recorded (drop outs). In this paper, we first discuss the feasibility of reconstructing the water surface from redundant observations of the water bottom in theory. Furthermore, we provide a first practical approach for solving this problem, suitable for static and locally planar water surfaces. It minimizes the bottom surface deviations of point clouds from individual flight strips after refraction correction. Both theoretical estimations and practical results confirm the potential of the presented method to reconstruct water level heights in dm precision. Achieving good results requires enough morphological details in the scene and that the water bottom topography is captured from different directions.
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Zusammenfassung
Modern airborne sensors integrate laser scanners and digital cameras for capturing topographic data at high spatial resolution. The capability of penetrating vegetation through small openings in the foliage and the high ranging precision in the cm range have made airborne LiDAR the prime terrain acquisition technique. In the recent years dense image matching evolved rapidly and outperforms laser scanning meanwhile in terms of the achievable spatial resolution of the derived surface models. In our contribution we analyze the inherent properties and review the typical processing chains of both acquisition techniques. In addition, we present potential synergies of jointly processing image and laser data with emphasis on sensor orientation and point cloud fusion for digital surface model derivation. Test data were concurrently acquired with the RIEGL LMS-Q1560 sensor over the city of Melk, Austria, in January 2016 and served as basis for testing innovative processing strategies. We demonstrate that (i) systematic effects in the resulting scanned and matched 3D point clouds can be minimized based on a hybrid orientation procedure, (ii) systematic differences of the individual point clouds are observable at penetrable, vegetated surfaces due to the different measurement principles, and (iii) improved digital surface models can be derived combining the higher density of the matching point cloud and the higher reliability of LiDAR point clouds, especially in the narrow alleys and courtyards of the study site, a medieval city.
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Zusammenfassung
Präzise Wasserstandshöhen werden in verschiedenen Anwendungsgebieten benötigt: In der Laserbathymetrie für die Ermittlung korrekter Wassertiefen, in der hydrodynamisch-numerischen Modellierung als Referenzdaten für die Kalibrierung von Modellen zur Ableitung von Überschwemmungsflächen, in der Hydrologie für die Durchflussbestimmung, in der Kartographie für die Erstellung topographischer Karten und in vielen anderen Bereichen. Die Erfassung der Wasseroberfläche mittels Laserentfernungsmessung ist zwar prinzipiell möglich, allerdings ist die Interaktion der Laserstrahlung mit der Wasser-Luft-Grenzschicht komplex. In diesem Beitrag werden daher zunächst die wesentlichen Parameter, die bei der Rückstreuung des Signals von der Wasseroberfläche und der Wassersäule eine Rolle spielen, anhand der Laser-Radar-Gleichung theoretisch erörtert (Laserwellenlänge, Einfallswinkel, Strahldivergenz, Größe des Abtastflecks, Albedoeffekt, spiegelnde Reflexion usw.). Im zweiten Teil werden Ergebnisse von konkreten Messkampagnen mit topographischen und topo-bathymetrischen Laserscannern vorgestellt, die den Einfluss der einzelnen Parameter in der Praxis zeigen.
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  author = {Mandlburger, Gottfried},
  journal = {Allgemeine Vermessungsnachrichten (avn)},
  pages = {343-352},
  publisher = {Wichmann Verlag Berlin},
  title = {Interaktion von Laserpulsen mit der Wasseroberfläche – Theorie und Praxis},
  url = {https://gispoint.de/artikelarchiv/avn/2017/avn-11-122017/4260-interaktion-von-laserpulsen-mit-der-wasseroberflaeche-theorie-und-praxis.html},
  volume = {11-12/2017},
  year = 2017
}

	  Meißner, H., Cramer, M., & Piltz, B. (2017). BENCHMARKING THE OPTICAL RESOLVING POWER OF UAV BASED CAMERA SYSTEMS. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, XLII-2/W6, 243--249. https://doi.org/10.5194/isprs-archives-XLII-2-W6-243-2017


	Zusammenfassung
	BibTeX


Zusammenfassung
UAV based imaging and 3D object point generation is an established technology. Some of the UAV users try to address (very) highaccuracy applications, i.e. inspection or monitoring scenarios. In order to guarantee such level of detail and accuracy high resolving imaging systems are mandatory. Furthermore, image quality considerably impacts photogrammetric processing, as the tie point transfer, mandatory for forming the block geometry, fully relies on the radiometric quality of images. Thus, empirical testing of radiometric camera performance is an important issue, in addition to standard (geometric) calibration, which normally is covered primarily. Within this paper the resolving power of ten different camera/lens installations has been investigated. Selected systems represent different camera classes, like DSLRs, system cameras, larger format cameras and proprietary systems. As the systems have been tested in wellcontrolled laboratory conditions and objective quality measures have been derived, individual performance can be compared directly, thus representing a first benchmark on radiometric performance of UAV cameras. The results have shown, that not only the selection of appropriate lens and camera body has an impact, in addition the image pre-processing, i.e. the use of a specific debayering method, significantly influences the final resolving power.
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  abstract = {UAV based imaging and 3D object point generation is an established technology. Some of the UAV users try to address (very) highaccuracy applications, i.e. inspection or monitoring scenarios. In order to guarantee such level of detail and accuracy high resolving imaging systems are mandatory. Furthermore, image quality considerably impacts photogrammetric processing, as the tie point transfer, mandatory for forming the block geometry, fully relies on the radiometric quality of images. Thus, empirical testing of radiometric camera performance is an important issue, in addition to standard (geometric) calibration, which normally is covered primarily. Within this paper the resolving power of ten different camera/lens installations has been investigated. Selected systems represent different camera classes, like DSLRs, system cameras, larger format cameras and proprietary systems. As the systems have been tested in wellcontrolled laboratory conditions and objective quality measures have been derived, individual performance can be compared directly, thus representing a first benchmark on radiometric performance of UAV cameras. The results have shown, that not only the selection of appropriate lens and camera body has an impact, in addition the image pre-processing, i.e. the use of a specific debayering method, significantly influences the final resolving power.},
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Zusammenfassung
The paper presents an algorithm for the automatic segmentation of point clouds from low cost sensors for object interpretation in indoor environments. This algorithm is considering the possible noisy character of the 3D point clouds and is using an iterative RANSAC approach for the segmentation task. For evaluating the robustness, it is applied on two indoor datasets, acquired with the Google Tango tablet and with the NavVis M3 trolley. The realized evaluation reveals the potential of the two systems for delivering data suitable for automatically interpreting indoor structures.
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Zusammenfassung
Persistent scatterer interferometry is one of the frequently employed remote sensing techniques and often used for surface and building deformation monitoring tasks. Even though movements of some millimetres per year can be sensed with this method, the assignment of individual scatterers to their corresponding parts of the building is often unknown. This can be problematic, e.g. in case of non-rigid movements of buildings. We present a method of assigning persistent scatterers (PS) to their counterparts in oblique optical images as one possibility of obtaining additional information about the physical nature of PS. In this way, we want to pave the way towards a better understanding of the reflexion mechanism leading to the PS. The approach is based on lattice patterns of PS as they can often be found at facades in urban areas. Even though only a subset of all facades exhibit such a regularity, we use these patterns to cope with the different sensing geometries. Two challenges are addressed in particular: First, the extraction of lattice patterns from a set of PS belonging to the same facade and second, the derivation of suitable matching candidates from optical oblique images. The applicability of the established assignment is shown by investigating the origin of some PS through a visual inspection of their counterparts in the optical image.
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  abstract = {Persistent scatterer interferometry is one of the frequently employed remote sensing techniques and often used for surface and building deformation monitoring tasks. Even though movements of some millimetres per year can be sensed with this method, the assignment of individual scatterers to their corresponding parts of the building is often unknown. This can be problematic, e.g. in case of non-rigid movements of buildings. We present a method of assigning persistent scatterers (PS) to their counterparts in oblique optical images as one possibility of obtaining additional information about the physical nature of PS. In this way, we want to pave the way towards a better understanding of the reflexion mechanism leading to the PS. The approach is based on lattice patterns of PS as they can often be found at facades in urban areas. Even though only a subset of all facades exhibit such a regularity, we use these patterns to cope with the different sensing geometries. Two challenges are addressed in particular: First, the extraction of lattice patterns from a set of PS belonging to the same facade and second, the derivation of suitable matching candidates from optical oblique images. The applicability of the established assignment is shown by investigating the origin of some PS through a visual inspection of their counterparts in the optical image.},
  author = {Schack, Lukas and Soergel, Uwe and Heipke, Christian},
  doi = {10.1007/s41064-017-0005-4},
  issn = {23637145},
  journal = {PFG – Journal of Photogrammetry, Remote Sensing and Geoinformation Science},
  number = 1,
  pages = {67--74},
  refid = {Schack2017},
  title = {Assigning Persistent Scatterers of Regular Multi-Story Buildings to Optical Oblique Images},
  url = {https://doi.org/10.1007/s41064-017-0005-4},
  volume = 85,
  year = 2017
}

	  Tutzauer, P., & Haala, N. (2017). PROCESSING OF CRAWLED URBAN IMAGERY FOR BUILDING USE CLASSIFICATION. The International Archives of the Photogrammetry, Remote Sensing and Spatial Information Sciences, XLII-1/W1, 143--149. https://doi.org/10.5194/isprs-archives-XLII-1-W1-143-2017


	Zusammenfassung
	BibTeX


Zusammenfassung
Recent years have shown a shift from pure geometric 3D city models to data with semantics. This is induced by new applications (e.g. Virtual/Augmented Reality) and also a requirement for concepts like Smart Cities. However, essential urban semantic data like building use categories is often not available. We present a first step in bridging this gap by proposing a pipeline to use crawled urban imagery and link it with ground truth cadastral data as an input for automatic building use classification. We aim to extract this city-relevant semantic information automatically from Street View (SV) imagery. Convolutional Neural Networks (CNNs) proved to be extremely successful for image interpretation, however, require a huge amount of training data. Main contribution of the paper is the automatic provision of such training datasets by linking semantic information as already available from databases provided from national mapping agencies or city administrations to the corresponding façade images extracted from SV. Finally, we present first investigations with a CNN and an alternative classifier as a proof of concept.
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Zusammenfassung
While the generation of geometric 3D virtual models has become feasible to a great extent, the enrichment of the resulting urban building models with semantics remains an open research question in the field of geoinformation and geovisualisation. This additional information is not only valuable for applications like Building Information Modeling (BIM) but also offers possibilities to enhance the visual insight for humans when interacting with that kind of data. Depending on the application, presenting users the highest level of detail of building models is often neither the most informative nor feasible way. For example when using mobile apps, resources and display sizes are quite limited. A concrete use case is the imparting of building use types in urban scenes to users. Within our preliminary work, user studies helped to identify important features for the human ability to associate a building with its correct usage type. In this work we now embed this knowledge into building category-specific grammars to automatically modify the geometry of a building to align its visual appearance to its underlying use type. If the building category for a model is not known beforehand, we investigate its feature space and try to derive its use type from there. Within the context of this work, we developed a Virtual Reality (VR) framework that gives the user the possibility to switch between different building representation types while moving in the VR world, thus enabling us in the future to evaluate the potential and effect of the grammar-enhanced building model in an immersive environment.
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Zusammenfassung
Diameter at breast height (DBH) is one of the most important parameter in forestry. With increasing use of terrestrial and airborne laser scanning in forestry, new exceeding possibilities to directly derive DBH emerge. In particular, high resolution point clouds from laser scanners on board unmanned aerial systems (UAS) are becoming available over forest areas. In this case study, DBH estimation from a UAS point cloud based on modeling the relevant part of the tree stem with a cylinder, is analyzed with respect to accuracy and completeness. As reference, manually measured DBHs and DBHs from terrestrial laser scanning point clouds are used for comparison. We demonstrate that accuracy and completeness of the cylinder fit are depending on the stem diameter. Stems with DBH &gt; 20 cm feature almost 100% successful reconstruction with relative differences to the reference DBH of 9% (DBH 20–30 cm) down to 1.8% for DBH &gt; 40 cm.
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Zusammenfassung
Monitoring urban changes is important for city management, urban planning, updating of cadastral map, etc. In contrast to conventional field surveys, which are usually expensive and slow, remote sensing techniques are fast and cost-effective alternatives. Spaceborne synthetic aperture radar (SAR) sensors provide radar images captured rapidly over vast areas at fine spatiotemporal resolution. In addition, the active microwave sensors are capable of day-and-night vision and independent of weather conditions. These advantages make multi-temporal SAR images suitable for scene monitoring. Persistent scatterer interferometry (PSI) detects and analyses PS points, which are characterized by strong, stable, and coherent radar signals throughout a SAR image sequence and can be regarded as substructures of buildings in built-up cities. Attributes of PS points, for example, deformation velocities, are derived and used for further analysis. Based on PSI, a 4D change detection technique has been developed to detect disappearance and emergence of PS points (3D) at specific times (1D). In this paper, we apply this 4D technique to the centre of Berlin, Germany, to investigate its feasibility and application for construction monitoring. The aims of the three case studies are to monitor construction progress, business districts, and single buildings, respectively. The disappearing and emerging substructures of the buildings are successfully recognized along with their occurrence times. The changed substructures are then clustered into single construction segments based on DBSCAN clustering and α-shape outlining for object-based analysis. Compared with the ground truth, these spatiotemporal results have proven able to provide more detailed information for construction monitoring.
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  abstract = {Monitoring urban changes is important for city management, urban planning, updating of cadastral map, etc. In contrast to conventional field surveys, which are usually expensive and slow, remote sensing techniques are fast and cost-effective alternatives. Spaceborne synthetic aperture radar (SAR) sensors provide radar images captured rapidly over vast areas at fine spatiotemporal resolution. In addition, the active microwave sensors are capable of day-and-night vision and independent of weather conditions. These advantages make multi-temporal SAR images suitable for scene monitoring. Persistent scatterer interferometry (PSI) detects and analyses PS points, which are characterized by strong, stable, and coherent radar signals throughout a SAR image sequence and can be regarded as substructures of buildings in built-up cities. Attributes of PS points, for example, deformation velocities, are derived and used for further analysis. Based on PSI, a 4D change detection technique has been developed to detect disappearance and emergence of PS points (3D) at specific times (1D). In this paper, we apply this 4D technique to the centre of Berlin, Germany, to investigate its feasibility and application for construction monitoring. The aims of the three case studies are to monitor construction progress, business districts, and single buildings, respectively. The disappearing and emerging substructures of the buildings are successfully recognized along with their occurrence times. The changed substructures are then clustered into single construction segments based on DBSCAN clustering and α-shape outlining for object-based analysis. Compared with the ground truth, these spatiotemporal results have proven able to provide more detailed information for construction monitoring.},
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Zusammenfassung
In recent years, 3D models containing both geometric and semantic information have become of great public interest. The geometric information of 3D models can be provided by (a combination of) photogrammetric methods, laser scanning and traditional surveying. For providing the semantic information for 3D urban models in an automated way, we established an end-to-end approach for classifying images of building facades into five different utility classes (commercial, hybrid, residential, specialUse, underConstruction) by using Convolutional Neural Networks (CNNs). We did several experiments on different data sets with various CNNs for evaluating the performance of this approach. Using Class Activation Maps (CAMs), we examined which features are learned during the training process in order to sort the facades into the considered classes.
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Zusammenfassung
Documenting the relevant aspects in digitisation processes such as photogrammetry in order to provide a robust provenance for their products continues to present a challenge. The creation of a product that can be re-used scientifically requires a framework for consistent, standardised documentation of the entire digitisation pipeline. This article provides an analysis of the problems inherent to such goals and presents a series of protocols to document the various steps of a photogrammetric workflow. We propose this pipeline, with descriptors to track all phases of digital product creation in order to assure data provenance and enable the validation of the operations from an analytic and production perspective. The approach aims to support adopters of the workflow to define procedures with a long term perspective. The conceptual schema we present is founded on an analysis of information and actor exchanges in the digitisation process. The metadata were defined through the synthesis of previous proposals in this area and were tested on a case study. We performed the digitisation of a set of cultural heritage artefacts from an Iron Age burial in Ilmendorf, Germany. The objects were captured and processed using different techniques, including a comparison of different imaging tools and algorithms. This augmented the complexity of the process allowing us to test the flexibility of the schema for documenting complex scenarios. Although we have only presented a photogrammetry digitisation scenario, we claim that our schema is easily applicable to a multitude of 3D documentation processes.
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  abstract = {Documenting the relevant aspects in digitisation processes such as photogrammetry in order to provide a robust provenance for their products continues to present a challenge. The creation of a product that can be re-used scientifically requires a framework for consistent, standardised documentation of the entire digitisation pipeline. This article provides an analysis of the problems inherent to such goals and presents a series of protocols to document the various steps of a photogrammetric workflow. We propose this pipeline, with descriptors to track all phases of digital product creation in order to assure data provenance and enable the validation of the operations from an analytic and production perspective. The approach aims to support adopters of the workflow to define procedures with a long term perspective. The conceptual schema we present is founded on an analysis of information and actor exchanges in the digitisation process. The metadata were defined through the synthesis of previous proposals in this area and were tested on a case study. We performed the digitisation of a set of cultural heritage artefacts from an Iron Age burial in Ilmendorf, Germany. The objects were captured and processed using different techniques, including a comparison of different imaging tools and algorithms. This augmented the complexity of the process allowing us to test the flexibility of the schema for documenting complex scenarios. Although we have only presented a photogrammetry digitisation scenario, we claim that our schema is easily applicable to a multitude of 3D documentation processes.},
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Zusammenfassung
Image-based mobile mapping systems enable an efficient acquisition of georeferenced image sequences, which can be used for geo-data capture in subsequent steps. In order to provide accurate measurements in a given reference frame while e.g. aiming at high fidelity 3D urban models, high quality georeferencing of the captured multi-view image sequences is required. Moreover, sub-pixel accurate orientations of these highly redundant image sequences are needed in order to optimally perform steps like dense multi-image matching as a prerequisite for 3D point cloud and mesh generation. While direct georeferencing of image-based mobile mapping data performs well in open areas, poor GNSS coverage in urban canyons aggravates fulfilling these high accuracy requirements, even with high-grade inertial navigation equipment. Hence, we conducted comprehensive investigations aiming at assessing the quality of directly georeferenced sensor orientations as well as the expected improvement by image-based georeferencing in a challenging urban environment. Our study repeatedly delivered mean trajectory deviations of up to 80 cm. By performing image-based georeferencing using bundle adjustment for a limited set of cameras and a limited number of ground control points, mean check point residuals could be lowered from approx. 40 cm to 4 cm. Furthermore, we showed that largely automated image-based georeferencing is capable of detecting and compensating discontinuities in directly georeferenced trajectories.
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  abstract = {Image-based mobile mapping systems enable an efficient acquisition of georeferenced image sequences, which can be used for geo-data capture in subsequent steps. In order to provide accurate measurements in a given reference frame while e.g. aiming at high fidelity 3D urban models, high quality georeferencing of the captured multi-view image sequences is required. Moreover, sub-pixel accurate orientations of these highly redundant image sequences are needed in order to optimally perform steps like dense multi-image matching as a prerequisite for 3D point cloud and mesh generation. While direct georeferencing of image-based mobile mapping data performs well in open areas, poor GNSS coverage in urban canyons aggravates fulfilling these high accuracy requirements, even with high-grade inertial navigation equipment. Hence, we conducted comprehensive investigations aiming at assessing the quality of directly georeferenced sensor orientations as well as the expected improvement by image-based georeferencing in a challenging urban environment. Our study repeatedly delivered mean trajectory deviations of up to 80 cm. By performing image-based georeferencing using bundle adjustment for a limited set of cameras and a limited number of ground control points, mean check point residuals could be lowered from approx. 40 cm to 4 cm. Furthermore, we showed that largely automated image-based georeferencing is capable of detecting and compensating discontinuities in directly georeferenced trajectories.},
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Zusammenfassung
Ongoing innovations in dense multi-view stereo image matching meanwhile allow for 3D data collection using image sequences captured from mobile mapping platforms even in complex and densely built-up areas. However, the extraction of dense and precise 3D
point clouds from such street-level imagery presumes high quality georeferencing as a first processing step. While standard direct georeferencing solves this task in open areas, poor GNSS coverage in densely built-up areas and urban canyons frequently prevents sufficient
accuracy and reliability. Thus, we use bundle block adjustment, which additionally integrates tie and control point information for precise georeferencing of our multi-camera mobile mapping system. Subsequently, this allows the adaption of a state-of-the-art dense image matching pipeline to
provide a suitable 3D representation of the captured urban structures. In addition to the presentation of different processing steps, this paper also provides an evaluation of the achieved image-based 3D capture in a dense urban environment.
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Zusammenfassung
Bundle adjustment based on collinearity is the most widely used optimization method within image based scene reconstruction. It incorporates observed image coordinates, exterior and intrinsic camera parameters as well as object space coordinates of the observed points. The latter dominate the resulting nonlinear system, in terms of the number of unknowns which need to be estimated. In order to reduce the size of the problem regarding memory footprint and computational effort, several approaches have been developed to make the process more efficient, e.g. by exploitation of sparsity or hierarchical subdivision. Some recent developments express the bundle problem through epipolar geometry and scale consistency constraints which are free of object space coordinates. These approaches are usually referred to as structureless bundle adjustment. The number of unknowns in the resulting system is drastically reduced. However, most work in this field is focused on optimization towards speed and considers calibrated cameras, only. We present our work on structureless bundle adjustment, focusing on precision issues as camera calibration and residual weighting. We further investigate accumulation of constraint residuals as an approach to decrease the number of rows of the Jacobian matrix.
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  author = {Cefalu, A. and Haala, N. and Fritsch, D.},
  doi = {10.5194/isprs-annals-III-3-3-2016},
  issn = {2194-9050},
  journal = {ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences},
  pages = {3--9},
  title = {Structureless Bundle Adjustment with Self-Calibration Using Accumulated Constraints},
  url = {https://www.isprs-ann-photogramm-remote-sens-spatial-inf-sci.net/III-3/3/2016/},
  volume = {III-3},
  year = 2016
}

	  Cramer, M., & Leinss, B. (2016). Welche ist am besten? – Anmerkungen zur Auswahl von Kamerasystemen in der UAS-Luftbildphotogrammetrie. Schriftenreihe des DVW: UAV 2016 – Vermessung mit unbemannten Flugsystemen, 82, 97–118. https://ifpwww.ifp.uni-stuttgart.de/publications/2016/2016-DVW_Schriftenreihe_CRAMER.pdf


	BibTeX


BibTeX
@article{cramer2016welche,
  author = {Cramer, Michael and Leinss, Benedikt},
  journal = {Schriftenreihe des DVW: UAV 2016 – Vermessung mit unbemannten Flugsystemen},
  pages = {97-118},
  title = {Welche ist am besten? – Anmerkungen zur Auswahl von Kamerasystemen in der UAS-Luftbildphotogrammetrie},
  url = {https://ifpwww.ifp.uni-stuttgart.de/publications/2016/2016-DVW_Schriftenreihe_CRAMER.pdf},
  volume = 82,
  year = 2016
}

	  Cramer, M., Sabow, F., & Förg, P. (2016). Direkte Georeferenzierung in UAS-Anwendungen – Eine Beispielanwendung der Landesvermessung Baden-Württemberg. Tagungsband der DGPF: Lösungen für eine Welt im Wandel, 36. Jahrestagung in Bern 2016, 25, 13–25. https://www.dgpf.de/src/tagung/jt2016/proceedings/papers/02_DLT2016_Cramer_et_al.pdf


	Zusammenfassung
	BibTeX


Zusammenfassung
Auch in der Landesvermessung spielen technisch und wirtschaftlich optimierte Datenerfassungsmethoden und Auswerteprozesse eine entscheidende Rolle. Daher wird in dieser Studie ein Verfahren der direkten Georeferenzierung, ohne Verwendung von Passpunkten, in einer UAS-Anwendung untersucht. Das Gebiet einer Straßenbaumaßnahme wurde im März 2015 in einer Blockbefliegung mit einer Bodenpixelgröße (GSD) von 3 cm in
einer mittleren Flughöhe von etwa 125 m mit dem MAVinci Sirius Pro System im Auftrag des Landesamts für Geoinformation und Landentwicklung Baden-Württemberg (LGL BW) erfasst. Die Auswertung der  photogrammetrischen Daten inkl. der zur Verfügung gestellten GNSSTrajektorie erfolgte mit zwei unabhängigen Softwarepaketen. Referenzdaten in Form von mit GNSS eingemessenen natürlichen Punkten bzw. kinematisch erfassten GNSS-Straßenprofilen erlauben eine Abschätzung der erzielten 3D-Objektpunktgenauigkeit aus der
photogrammetrischen Auswertung. Neben der Einzelpunktgenauigkeit wird auch die Genauigkeit der 3D-Punktwolke analysiert. Die Einzelpunktgenauigkeit dieser dichten 3DPunktwolke soll laut Anforderungen der Landesvermessung 1 dm betragen.
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einer mittleren Flughöhe von etwa 125 m mit dem MAVinci Sirius Pro System im Auftrag des Landesamts für Geoinformation und Landentwicklung Baden-Württemberg (LGL BW) erfasst. Die Auswertung der  photogrammetrischen Daten inkl. der zur Verfügung gestellten GNSSTrajektorie erfolgte mit zwei unabhängigen Softwarepaketen. Referenzdaten in Form von mit GNSS eingemessenen natürlichen Punkten bzw. kinematisch erfassten GNSS-Straßenprofilen erlauben eine Abschätzung der erzielten 3D-Objektpunktgenauigkeit aus der
photogrammetrischen Auswertung. Neben der Einzelpunktgenauigkeit wird auch die Genauigkeit der 3D-Punktwolke analysiert. Die Einzelpunktgenauigkeit dieser dichten 3DPunktwolke soll laut Anforderungen der Landesvermessung 1 dm betragen. },
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Zusammenfassung
Photogrammetry is currently in a process of renaissance, caused by the development of dense stereo matching algorithms to provide very dense Digital Surface Models (DSMs). Moreover, satellite sensors have improved to provide sub-meter or even better Ground Sampling Distances (GSD) in recent years. Therefore, the generation of DSM from spaceborne stereo imagery becomes a vivid research area. This paper presents a comprehensive study about the DSM generation of high resolution satellite data and proposes several methods to implement the approach. The bias-compensated Rational Polynomial Coefficients (RPCs) Bundle Block Adjustment is applied to image orientation and the rectification of stereo scenes is realized based on the Project-Trajectory-Based Epipolarity (PTE) Model. Very dense DSMs are generated from WorldView-2 satellite stereo imagery using the dense image matching module of the C/C++ library LibTsgm. We carry out various tests to evaluate the quality of generated DSMs regarding robustness and precision. The results have verified that the presented pipeline of DSM generation from high resolution satellite imagery is applicable, reliable and very promising.
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Zusammenfassung
Ongoing innovations in matching algorithms are continuously improving the quality of geometric surface representations generated automatically from aerial images. This development motivated the launch of the joint ISPRS/EuroSDR project “Benchmark on High Density Aerial Image Matching”, which aims on the evaluation of photogrammetric 3D data capture in view of the current developments in dense multi-view stereo-image matching. Originally, the test aimed on image based DSM computation from conventional aerial image flights for different landuse and image block configurations. The second phase then put an additional focus on high quality, high resolution 3D geometric data capture in complex urban areas. This includes both the extension of the test scenario to oblique aerial image flights as well as the generation of filtered point clouds as additional output of the respective multi-view reconstruction. The paper uses the preliminary outcomes of the benchmark to demonstrate the state-of-the-art in airborne image matching with a special focus of high quality geometric data capture in urban scenarios.
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Zusammenfassung
Crop phenology is dynamic as it changes with times of the year. Such biophysical processes also look spectrally different to remote sensing satellites. Some crops may depict similar spectral properties if their phenology coincide, but differ later when their phenology diverge. Thus, conventional approaches that select only images from phenological stages where crops are distinguishable for classification, have low discrimination. In contrast, stacking images within a cropping season limits discrimination to a single feature space that can suffer from overlapping classes. Since crop backscatter varies with time, it can aid discrimination. Therefore, our main objective is to develop a crop sequence classification method using multitemporal TerraSAR-X images. We adopt first order markov assumption in undirected temporal graph sequence. This property is exploited to implement Dynamic Conditional Random Fields (DCRFs). Our DCRFs model has a repeated structure of temporally connected Conditional Random Fields (CRFs). Each node in the sequence is connected to its predecessor via conditional probability matrix. The matrix is computed using posterior class probabilities from association potential. This way, there is a mutual temporal exchange of phenological information observed in TerraSAR-X images. When compared to independent epoch classification, the designed DCRF model improved crop discrimination at each epoch in the sequence. However, government, insurers, agricultural market traders and other stakeholders are interested in the quantity of a certain crop in a season. Therefore, we further develop a DCRF ensemble classifier. The ensemble produces an optimal crop map by maximizing over posterior class probabilities selected from the sequence based on maximum F1-score and weighted by correctness. Our ensemble technique is compared to standard approach of stacking all images as bands for classification using Maximum Likelihood Classifier (MLC) and standard CRFs. It outperforms MLC and CRFs by 7.70% and 6.42% in overall accuracy, respectively.
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  abstract = {Crop phenology is dynamic as it changes with times of the year. Such biophysical processes also look spectrally different to remote sensing satellites. Some crops may depict similar spectral properties if their phenology coincide, but differ later when their phenology diverge. Thus, conventional approaches that select only images from phenological stages where crops are distinguishable for classification, have low discrimination. In contrast, stacking images within a cropping season limits discrimination to a single feature space that can suffer from overlapping classes. Since crop backscatter varies with time, it can aid discrimination. Therefore, our main objective is to develop a crop sequence classification method using multitemporal TerraSAR-X images. We adopt first order markov assumption in undirected temporal graph sequence. This property is exploited to implement Dynamic Conditional Random Fields (DCRFs). Our DCRFs model has a repeated structure of temporally connected Conditional Random Fields (CRFs). Each node in the sequence is connected to its predecessor via conditional probability matrix. The matrix is computed using posterior class probabilities from association potential. This way, there is a mutual temporal exchange of phenological information observed in TerraSAR-X images. When compared to independent epoch classification, the designed DCRF model improved crop discrimination at each epoch in the sequence. However, government, insurers, agricultural market traders and other stakeholders are interested in the quantity of a certain crop in a season. Therefore, we further develop a DCRF ensemble classifier. The ensemble produces an optimal crop map by maximizing over posterior class probabilities selected from the sequence based on maximum F1-score and weighted by correctness. Our ensemble technique is compared to standard approach of stacking all images as bands for classification using Maximum Likelihood Classifier (MLC) and standard CRFs. It outperforms MLC and CRFs by 7.70% and 6.42% in overall accuracy, respectively.},
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Zusammenfassung
In this paper we present the further evaluation of DLR’s modular airborne camera system MACS-Micro for small unmanned aerial vehicle (UAV). The main focus is on standardized calibration procedures and on photogrammetric workflows. The current prototype consists of an industrial grade frame imaging camera with 12 megapixel resolutions and a compact GNSS/IMU solution which are operated by an embedded computing unit (CPU). The camera was calibrated once pre-flight and several times post-flight over a period of 5 month using a three dimensional test field. The verification of the radiometric quality of the acquired images has been done under controlled static conditions and kinematic conditions testing different demosaicing methods. The validation of MACS-Micro is done by comparing a traditional photogrammetric evaluation with the workflows of Agisoft Photoscan and Pix4D Mapper. The analyses are based on an aerial survey of an urban environment using precise ground control points and acquired GNSS observations. Aerial triangulations with different configuratrions of ground control points (GCP’s) had been calculated, comparing the results of using a camera self-calibration and introducing fixed interior orientation parameters for Agisoft and Pix4D. The results are promising concerning the metric characteristics of the used camera and achieved accuracies in this test case. Further aspects have to be evaluated by further expanded test scenarios.
BibTeX
@article{isprs-archives-XLI-B1-901-2016,
  abstract = {In this paper we present the further evaluation of DLR’s modular airborne camera system MACS-Micro for small unmanned aerial vehicle (UAV). The main focus is on standardized calibration procedures and on photogrammetric workflows. The current prototype consists of an industrial grade frame imaging camera with 12 megapixel resolutions and a compact GNSS/IMU solution which are operated by an embedded computing unit (CPU). The camera was calibrated once pre-flight and several times post-flight over a period of 5 month using a three dimensional test field. The verification of the radiometric quality of the acquired images has been done under controlled static conditions and kinematic conditions testing different demosaicing methods. The validation of MACS-Micro is done by comparing a traditional photogrammetric evaluation with the workflows of Agisoft Photoscan and Pix4D Mapper. The analyses are based on an aerial survey of an urban environment using precise ground control points and acquired GNSS observations. Aerial triangulations with different configuratrions of ground control points (GCP’s) had been calculated, comparing the results of using a camera self-calibration and introducing fixed interior orientation parameters for Agisoft and Pix4D. The results are promising concerning the metric characteristics of the used camera and achieved accuracies in this test case. Further aspects have to be evaluated by further expanded test scenarios.},
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Zusammenfassung
We propose a novel hierarchical approach for the classification of airborne 3D lidar points. Spatial and semantic context is incorporated via a two-layer Conditional Random Field (CRF). The first layer operates on a point level and utilises higher order cliques. Segments are generated from the labelling obtained in this way. They are the entities of the second layer, which incorporates larger scale context. The classification result of the segments is introduced as an energy term for the next iteration of the point-based layer. This framework iterates and mutually propagates context to improve the classification results. Potentially wrong decisions can be revised at later stages. The output is a labelled point cloud as well as segments roughly corresponding to object instances. Moreover, we present two new contextual features for the segment classification: the distance and the orientation of a segment with respect to the closest road. It is shown that the classification benefits from these features. In our experiments the hierarchical framework improve the overall accuracies by 2.3% on a point-based level and by 3.0% on a segment-based level, respectively, compared to a purely point-based classification.
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  abstract = {We propose a novel hierarchical approach for the classification of airborne 3D lidar points. Spatial and semantic context is incorporated via a two-layer Conditional Random Field (CRF). The first layer operates on a point level and utilises higher order cliques. Segments are generated from the labelling obtained in this way. They are the entities of the second layer, which incorporates larger scale context. The classification result of the segments is introduced as an energy term for the next iteration of the point-based layer. This framework iterates and mutually propagates context to improve the classification results. Potentially wrong decisions can be revised at later stages. The output is a labelled point cloud as well as segments roughly corresponding to object instances. Moreover, we present two new contextual features for the segment classification: the distance and the orientation of a segment with respect to the closest road. It is shown that the classification benefits from these features. In our experiments the hierarchical framework improve the overall accuracies by 2.3% on a point-based level and by 3.0% on a segment-based level, respectively, compared to a purely point-based classification.},
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Zusammenfassung
Due to good scalability, systems for image-based dense surface reconstruction often employ stereo or multi-baseline stereo methods. These types of algorithms represent the scene by a set of depth or disparity maps which eventually have to be fused to extract a consistent, non-redundant surface representation. Generally the single depth observations across the maps possess variances in quality. Within the fusion process not only preservation of precision and detail but also density and robustness with respect to outliers are desirable. Being prune to outliers, in this article we propose a local median-based algorithm for the fusion of depth maps eventually representing the scene as a set of oriented points. Paying respect to scalability, points induced by each of the available depth maps are streamed to cubic tiles which then can be filtered in parallel. Arguing that the triangulation uncertainty is larger in the direction of image rays we define these rays as the main filter direction. Within an additional strategy we define the surface normals as the principle direction for median filtering/integration. The presented approach is straight-forward to implement since employing standard oc- and kd-tree structures enhanced by nearest neighbor queries optimized for cylindrical neighborhoods. We show that the presented method in combination with the MVS (Rothermel et al., 2012) produces surfaces comparable to the results of the Middlebury MVS benchmark and favorably compares to an state-of-the-art algorithm employing the Fountain dataset (Strecha et al., 2008). Moreover, we demonstrate its capability of depth map fusion for city scale reconstructions derived from large frame airborne imagery.
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Zusammenfassung
Matching Persistent Scatterers (PS) to airborne optical imagery is one possibility to augment applications and deepen the understanding of SAR processing and products. While recently this data registration task was done with PS and optical nadir images the alternatively available optical oblique imagery is mostly neglected. Yet, the sensing geometry of oblique images is very similar in terms of viewing direction with respect to SAR.We exploit the additional information coming with these optical sensors to assign individual PS to single parts of buildings. The key idea is to incorporate topology information which is derived by grouping regularly aligned PS at facades and use it together with a geometry based measure in order to establish a consistent and meaningful matching result. We formulate this task as an optimization problem and derive a graph matching based algorithm with guaranteed convergence in order to solve it. Two exemplary case studies show the plausibility of the presented approach.
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Zusammenfassung
We propose a new approach for the automatic detection of network structures in raster data. The model for the network structure is represented by a graph whose nodes and edges correspond to junction-points and to connecting line segments, respectively; nodes and edges are further described by certain parameters. We embed this model in the probabilistic framework of marked point processes and determine the most probable configuration of objects by stochastic sampling. That is, different graph configurations are constructed randomly by modifying the graph entity parameters, by adding and removing nodes and edges to/ from the current graph configuration. Each configuration is then evaluated based on the probabilities of the changes and an energy function describing the conformity with a predefined model. By using the Reversible Jump Markov Chain Monte Carlo sampler, a global optimum of the energy function is determined. We apply our method to the detection of river and tidal channel networks in digital terrain models. In comparison to our previous work, we introduce constraints concerning the flow direction of water into the energy function. Our goal is to analyse the influence of different parameter settings on the results of network detection in both, synthetic and real data. Our results show the general potential of our method for the detection of river networks in different types of terrain.
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  abstract = {We propose a new approach for the automatic detection of network structures in raster data. The model for the network structure is represented by a graph whose nodes and edges correspond to junction-points and to connecting line segments, respectively; nodes and edges are further described by certain parameters. We embed this model in the probabilistic framework of marked point processes and determine the most probable configuration of objects by stochastic sampling. That is, different graph configurations are constructed randomly by modifying the graph entity parameters, by adding and removing nodes and edges to/ from the current graph configuration. Each configuration is then evaluated based on the probabilities of the changes and an energy function describing the conformity with a predefined model. By using the Reversible Jump Markov Chain Monte Carlo sampler, a global optimum of the energy function is determined. We apply our method to the detection of river and tidal channel networks in digital terrain models. In comparison to our previous work, we introduce constraints concerning the flow direction of water into the energy function. Our goal is to analyse the influence of different parameter settings on the results of network detection in both, synthetic and real data. Our results show the general potential of our method for the detection of river networks in different types of terrain.},
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Zusammenfassung
This paper deals with the assignment of persistent scatterers (PSs) to buildings represented by a 3-D city model. Affiliating PSs to real-world structures is highly relevant for two reasons. First, it facilitates interpretation of PS deformation estimates and can be even used to improve those estimates using advanced deformation models for complete structures. Second, such an assignment enables the compilation of a PS density map for the structures under investigation. This helps to mitigate the problem of opportunistic sampling, which is one of the major drawbacks of PS interferometry (PSI). Specifically, a framework in which the PSs are geometrically aligned with the city model and assigned to the bounding surfaces of the single models is outlined. Cases where such an assignment cannot be established are attributed to generalization of the city model or to locations where the reflection mechanism inducing the PS does not correspond to a real-world structure. From the assignments, a density map is compiled, and the main factors driving the PS density are identified and discussed: surface structure, shadowing, aspect dependency, and quasi-random effects (e.g., temporary changes due to building renovation activities). The test site for this paper is located in the inner city area of Berlin. PS results of two high-resolution spotlight TerraSAR-X data stacks of different pass directions are used. The buildings are represented by a level-of-detail 2 city model and an airborne light detection and ranging data set.
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  abstract = {This paper deals with the assignment of persistent scatterers (PSs) to buildings represented by a 3-D city model. Affiliating PSs to real-world structures is highly relevant for two reasons. First, it facilitates interpretation of PS deformation estimates and can be even used to improve those estimates using advanced deformation models for complete structures. Second, such an assignment enables the compilation of a PS density map for the structures under investigation. This helps to mitigate the problem of opportunistic sampling, which is one of the major drawbacks of PS interferometry (PSI). Specifically, a framework in which the PSs are geometrically aligned with the city model and assigned to the bounding surfaces of the single models is outlined. Cases where such an assignment cannot be established are attributed to generalization of the city model or to locations where the reflection mechanism inducing the PS does not correspond to a real-world structure. From the assignments, a density map is compiled, and the main factors driving the PS density are identified and discussed: surface structure, shadowing, aspect dependency, and quasi-random effects (e.g., temporary changes due to building renovation activities). The test site for this paper is located in the inner city area of Berlin. PS results of two high-resolution spotlight TerraSAR-X data stacks of different pass directions are used. The buildings are represented by a level-of-detail 2 city model and an airborne light detection and ranging data set.},
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Zusammenfassung
Durch Fusion von optischen Fernerkundungsbildern und SAR-Daten können komplementäre Informationen über die Geländebedeckung gewonnen werden. In diesem Kapitel werden zunächst Grundlagen der Sensorik behandelt, wobei der Schwerpunkt auf SAR liegt. Im Anschluss werden drei verschiedene Anwendungen vorgestellt, bei denen eine solche Fusion sinnvoll sein kann: die Landbedeckungsklassifikation, die Detektion von Änderungen im Zuge von Katastrophenereignissen und schließlich die Erkennung von Gebäuden.
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Zusammenfassung
Virtual 3D cities are becoming increasingly important as a means of visually communicating diverse urban-related information. To get a deeper understanding of a human’s cognitive experience of virtual 3D cities, this paper presents a user study on the human ability to perceive building categories (e.g. residential home, office building, building with shops etc.) from geometric 3D building representations. The study reveals various dependencies between geometric properties of the 3D representations and the perceptibility of the building categories. Knowledge about which geometries are relevant, helpful or obstructive for perceiving a specific building category is derived. The importance and usability of such knowledge is demonstrated based on a perception-guided 3D building abstraction process.
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Zusammenfassung
Virtual 3D cities are becoming increas- ingly important as a means of visually communicating diverse urban-related information. Since humans are the direct recipients of this information transfer, it is vital that the 3D city representations account for the humans' spatial cognition. Thus, our long-term goal is providing a model for the effective perception-aware visual communication of urban- or building-related semantic information via geometric 3D building representations which induce a maximum degree of perceptual insight in the user's mind. A first step towards this goal is to get a deeper understanding of a human's cognitive expe- rience of virtual 3D cities. In this context, the paper presents a user study on the human ability to perceive building categories, e.g.residential home, office building, building with shops etc., from geometric 3D building representations. The study reveals various dependencies between geometric properties of the 3D representations and the perceptibility of the building categories. Knowledge about which geometries are relevant, helpful or obstructive for perceiving a specific building category is derived. The importance and usability of such knowledge is demonstrated based on a perception-guided 3D building abstraction process.
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Zusammenfassung
Crowdsourcing is a new technology and a new business model that will change the way in which we work in many fields in the future. Employers divide and source out their work to a huge number of anonymous workers on the Internet. The division and outsourcing is not a trivial process but requires the definition of complete new workflows – from the definition of subtasks, to the execution and quality control. A popular crowdsourcing project in the field of collection of geodata is OpenStreetMap, which is based on the work of unpaid volunteers. Crowdsourcing projects that are based on the work of unpaid volunteers need an active community, whose members are convinced about the importance of the project and who have fun to collaborate. This can only be realized for some tasks. In the field of geodata collection many other tasks exist, which can in principle be solved with crowdsourcing, but where it is difficult to find a sufficient large number of volunteers. Other incentives must be provided in these cases, which can be monetary payments.
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Zusammenfassung
Im Rahmen der Arbeit soll untersucht werden, in wie weit sich das klassische perspektivische Kalibriermodell (mit physikalischer Parameter von D. Brown) auf superweitwinklige bzw. Fisheye-Kameras übertragen lässt bzw. modifizierte Parametersätze notwendig sind. Dafür wird das Kalibriermodell mathematisch simuliert und der Einfluss der Kalibrierungen an empirischen Datensätzen untersucht. Aus dem Ergebnis der Simulation lässt sich feststellen, dass sich der Unterschied zwischen dem erweiterten perspektivischen Modell und einer idealen Fisheye-Projektion mit steigendem Einfallswinkel des Abbildungsstrahls vom Objektpunkt vergrößert. Bis zu einem maximalen Einfallswinkel von etwa 60° zeigt die durchgeführte Simulation eine Abweichung beider Modelle kleiner 1 pix. Das erweiterte klassische perspektivische Kalibriermodell reicht also nicht aus um die Bilder mit großen Bildwinkeln wie bei Fisheye-Objektiven komplett auszuwerten. In der empirischen Untersuchung werden drei Fisheye-Kamerasysteme und eine normale weitwinklige Kamera verwendet. Der Unterschied von äquidistantem bzw. erweitertem perspektivischem Kalibriermodell wird anhand verschiedener Datensätze einer Laborszene untersucht.
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Zusammenfassung
Persistent Scatterer Interferometry (PSI) is a technique to detect a network of extracted persistent scatterer (PS) points which feature temporal phase stability and strong radar signal throughout time-series of SAR images. The small surface deformations on such PS points are estimated. PSI particularly works well in monitoring human settlements because regular substructures of man-made objects give rise to large number of PS points. If such structures and/or substructures substantially alter or even vanish due to big change like construction, their PS points are discarded without additional explorations during standard PSI procedure. Such rejected points are called big change (BC) points. On the other hand, incoherent change detection (ICD) relies on local comparison of multi-temporal images (e.g. image difference, image ratio) to highlight scene modifications of larger size rather than detail level. However, image noise inevitably degrades ICD accuracy. We propose a change detection approach based on PSI to synergize benefits of PSI and ICD. PS points are extracted by PSI procedure. A local change index is introduced to quantify probability of a big change for each point. We propose an automatic thresholding method adopting change index to extract BC points along with a clue of the period they emerge. In the end, PS ad BC points are integrated into a change detection image. Our method is tested at a site located around north of Berlin main station where steady, demolished, and erected building substructures are successfully detected. The results are consistent with ground truth derived from time-series of aerial images provided by Google Earth. In addition, we apply our technique for traffic infrastructure, business district, and sports playground monitoring.
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  abstract = {Persistent Scatterer Interferometry (PSI) is a technique to detect a network of extracted persistent scatterer (PS) points which feature temporal phase stability and strong radar signal throughout time-series of SAR images. The small surface deformations on such PS points are estimated. PSI particularly works well in monitoring human settlements because regular substructures of man-made objects give rise to large number of PS points. If such structures and/or substructures substantially alter or even vanish due to big change like construction, their PS points are discarded without additional explorations during standard PSI procedure. Such rejected points are called big change (BC) points. On the other hand, incoherent change detection (ICD) relies on local comparison of multi-temporal images (e.g. image difference, image ratio) to highlight scene modifications of larger size rather than detail level. However, image noise inevitably degrades ICD accuracy. We propose a change detection approach based on PSI to synergize benefits of PSI and ICD. PS points are extracted by PSI procedure. A local change index is introduced to quantify probability of a big change for each point. We propose an automatic thresholding method adopting change index to extract BC points along with a clue of the period they emerge. In the end, PS ad BC points are integrated into a change detection image. Our method is tested at a site located around north of Berlin main station where steady, demolished, and erected building substructures are successfully detected. The results are consistent with ground truth derived from time-series of aerial images provided by Google Earth. In addition, we apply our technique for traffic infrastructure, business district, and sports playground monitoring.},
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Zusammenfassung
We propose a novel time series analysis based on persistent scatterer interferometry (PSI) to detect spatial big changes (3D) such as construction along with their occurrence times (1D). PSI detects and analyses persistent scatterer (PS) points, which are characterized by strong and coherent signals throughout time-series SAR images and usually form building-shaped patterns in urban areas. Hence, potential PS points that disappear or emerge at a specific date because of big changes are discarded. We define such points as big change (BC) points. In our approach, pixels with high temporal coherences are first detected as PS points by a standard PSI processing. We introduce change index sequence for each pixel, which are computed from its temporal coherences in different image subsets defined by time-series break dates, to quantify its probabilities of being BC points at different dates. The change indices of the pixels are used to design an automatic thresholding method to extract BC points. Afterwards, the disappearing or emerging date of each BC point is detected from the break dates based on temporal variation in its change index sequence. The simulation test proves the overall, producer's and user's accuracies better than 99%. In the real data test, the patterns of the disappearing and emerging buildings are successfully recognized in Berlin, Germany along with the occurrence dates.
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Zusammenfassung
3D/4D photorealistic models present great advantages in different applications like preservation of the cultural heritage, urban planning, public management, etc. For getting precise and reliable models, the geometries should be accurate and the textures wrapped with optimal quality imagery. The systems of terrestrial laser scanner (TLS) are one of the most reliable techniques for capturing accurate data. However, these systems have some drawbacks like the missing data in certain areas or the lack of information about textures. Photogrammetric images contain the required textures and can be used to generate dense point clouds by dense image matching. In this way, the combined use of photogrammetric images and laser systems is symbiotic, being thus able to exploit the advantages of both technical methods. If the textures are wrapped using historical photos, the temporal dimension is incorporated to the model (4D), making it possible to reconstruct the past. However, historical photos have some additional drawbacks like the lack of metadata and the fact that they have been captured from only a few positions.
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Zusammenfassung
The paper presents a grammar-based approach for the robust automatic reconstruction of 3D interiors from raw point clouds. The core of the approach is a 3D indoor grammar which is an extension of our previously published grammar concept for the modeling of 2D floor plans. The grammar allows for the modeling of buildings whose horizontal, continuous floors are traversed by hallways providing access to the rooms as it is the case for most office buildings or public buildings like schools, hospitals or hotels. The grammar is designed in such way that it can be embedded in an iterative automatic learning process providing a seamless transition from LOD3 to LOD4 building models. Starting from an initial low-level grammar, automatically derived from the window representations of an available LOD3 building model, hypotheses about indoor geometries can be generated. The hypothesized indoor geometries are checked against observation data - here 3D point clouds - collected in the interior of the building. The verified and accepted geometries form the basis for an automatic update of the initial grammar. By this, the knowledge content of the initial grammar is enriched, leading to a grammar with increased quality. This higher-level grammar can then be applied to predict realistic geometries to building parts where only sparse observation data are available. Thus, our approach allows for the robust generation of complete 3D indoor models whose quality can be improved continuously as soon as new observation data are fed into the grammar-based reconstruction process. The feasibility of our approach is demonstrated based on a real-world example.
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  abstract = {The paper presents a grammar-based approach for the robust automatic reconstruction of 3D interiors from raw point clouds. The core of the approach is a 3D indoor grammar which is an extension of our previously published grammar concept for the modeling of 2D floor plans. The grammar allows for the modeling of buildings whose horizontal, continuous floors are traversed by hallways providing access to the rooms as it is the case for most office buildings or public buildings like schools, hospitals or hotels. The grammar is designed in such way that it can be embedded in an iterative automatic learning process providing a seamless transition from LOD3 to LOD4 building models. Starting from an initial low-level grammar, automatically derived from the window representations of an available LOD3 building model, hypotheses about indoor geometries can be generated. The hypothesized indoor geometries are checked against observation data - here 3D point clouds - collected in the interior of the building. The verified and accepted geometries form the basis for an automatic update of the initial grammar. By this, the knowledge content of the initial grammar is enriched, leading to a grammar with increased quality. This higher-level grammar can then be applied to predict realistic geometries to building parts where only sparse observation data are available. Thus, our approach allows for the robust generation of complete 3D indoor models whose quality can be improved continuously as soon as new observation data are fed into the grammar-based reconstruction process. The feasibility of our approach is demonstrated based on a real-world example.},
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Zusammenfassung
The paper presents the implementation of a dense multi-view stereo matching pipeline for the evaluation of image sequences from a camera-based mobile mapping system. For this purpose the software system SURE is taken as a basis. Originally this system was developed to provide 3D point clouds or DEM from standard airborne and terrestrial image blocks. Since mobile mapping scenarios typically include stereo configurations with camera motion predominantly in viewing direction, processing steps like image rectification and structure computation of the existing processing pipeline had to be adapted. The presented investigations are based on imagery captured by the mobile mapping system of the Institute of Geomatics Engineering in the city center of Basel, Switzerland. For evaluation, reference point clouds from terrestrial laser scanning are used. Our first results already demonstrate a considerable increase in reliability and completeness of both depth maps and point clouds as result of the matching process.
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Zusammenfassung
At present, where 3D modeling and visualisation in cultural heritage are concerned, an object’s documentation lacks its interconnected memory provided by multidisciplinary examination and linked data. As the layers of paint, wood, and brick recount a structure’s physical properties, the intangible, such as the forms of worship through song, dance, burning incense, and oral traditions, contributes to the greater story of its cultural heritage import. Furthermore, as an object or structure evolves through time, external political, religious, or environmental forces can affect it as well. As tangible and intangible entities associated with the structure transform, its narrative becomes dynamic and difficult to easily record.

The Initial Training Network for Digital Cultural Heritage (ITN-DCH), a Marie Curie Actions project under the EU 7th Framework Programme, seeks to challenge this complexity by developing a novel methodology capable of offering such a holistic framework. With the integration of digitisation, conservation, linked data, and retrieval systems for DCH, the nature of investigation and dissemination will be augmented significantly. Examples of utilisating and evaluating this framework will range from a UNESCOWorld Heritage site, the Byzantine church of Panagia Forviotissa Asinou in the Troodos Mountains of Cyprus, to various religious icons and a monument located at the Monastery of Saint Neophytos. The application of this effort to the Asinou church, representing the first case study of the ITN-DCH project, is used as a template example in order to assess the technical challenges involved in the creation of such a framework.
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Zusammenfassung
Mit der zunehmenden Automatisierung der Datenerfassung mittels Laserscanning und Photogrammetrie werden hochaufgelöste und hochqualitative Punktwolken zur Verfügung gestellt. Deren Interpretation wird im folgenden Beitrag diskutiert. Mittels Grundrissinformation können Gebäudewände extrudiert und passende Dachformen vollautomatisch eingepasst werden (LoD2). Die Interpretation von Punktwolken für Gebäudefassaden ist mittels formalen Grammatiken durchzuführen (LoD3). Punktwolken in Gebäudeinnenräumen sind mittels der Hypothese "Manhattan-Geometrie" ebenso vollautomatisch zu rekonstruieren (LoD4). Erweiterungen der Fassadengrammatik hinsichtlich der Besonderheiten von Innenräumen belegen ebenso das Potenzial für automatische Ansätze, die derzeit weiter erforscht werden.
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Zusammenfassung
In our paper we demonstrate the development of an Android Application (AndroidSfM) for photogrammetric 3D reconstruction that works on smartphones and tablets likewise. The photos are taken with mobile devices, and can thereafter directly be calibrated using standard calibration algorithms of photogrammetry and computer vision, on that device. Due to still limited computing resources on mobile devices, a client-server handshake using Dropbox transfers the photos to the sever to run AndroidSfM for the pose estimation of all photos by Structure-from-Motion and, thereafter, uses the oriented bunch of photos for dense point cloud estimation by dense image matching algorithms. The result is transferred back to the mobile device for visualization and ad-hoc on-screen measurements.
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: Die Konzeption und die bisherigen Ergebnisse eines Vergleichstests zur Evaluation dichter Bildzuordnungsverfahren in Luftbildern wird vorgestellt. Neben der Untersuchung zur Erzeugung dichter Oberflächenmodelle aus Standardluftbildblöcken liegt dabei ein Schwerpunkt auf der Auswertung von Schrägaufnahmen für urbane Bereiche. Das geplante Auswerteverfahren wird anhand erster Ergebnisse exemplarisch vorgestellt. Neben der Genauigkeit der photogrammetrischen Punktbestimmung sind bei den diskutierten Untersuchungen insbesondere die Bestimmung von Parametern wie Punktdichte und
Punktverteilung von Interesse.
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Zusammenfassung
This paper aims at façade reconstruction for subsequent enrichment of LOD2 building models. We use point clouds from dense image matching with imagery both from Mobile Mapping systems and oblique airborne cameras. The interpretation of façade structures is based on a geometric reconstruction. For this purpose a pre-segmentation of the point cloud into façade points and non-façade points is necessary. We present an approach for point clouds with limited geometric accuracy where a geometric segmentation might fail. Our contribution is a radiometric segmentation approach. Via local point features, based on a clustering in hue space, the point cloud is segmented into façade-points and non-façade points. This way, the initial geometric reconstruction step can be bypassed and point clouds with limited accuracy can still serve as input for the façade reconstruction and modelling approach.
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